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Abstract 
 

Burning fossil fuels to produce energy has been an essential driver in economic activities for 

around two centuries. Recently, despite the relatively still growing fossil-fuels consumption, 

renewable energy sources are being adopted and their share is rising with a higher rate. For the 

sake of environmental and human health protection, countries are applying new policies to 

replace fossil fuels with renewables. Although these are valuable steps towards energy security 

and environmental sustainability, the timing and the intensity of such a switch could harm the 

economy. Literature on the subject is diverse and growing but it does not provide conclusive 

results. More specialized studies within specific characteristics may carry better insights. This 

study addresses the impact of renewable electricity on the economic growth in fossil-fuels-

dependent countries whose share of renewables is noteworthy. The study includes panel data 

from six fossil-fuels net-exporting countries and eight net-importing countries over the period 

1995-2019. The study applied unit root tests and co-integration tests that accounts for cross-

section dependence and slope heterogeneity. Cross-section dependence has been found among 

importers but not in exporters. The variables in both models are integrated of order one I(1). 

Fully Modified Least Squares method uncovered that 1% increase in renewables will increase 

GDP per capita by 0.08% and 0.10% for exporters and importers respectively.  (Dumitrescu & 

Hurlin, 2012) non-Granger causality test showed that renewables have a bidirectional causal 

effect on economic growth in exporting countries and  importing countries. feedback 

hypothesis for exporters suggests the beneficial effect on the economy due to renewables 

adoption, hence it is recommended to increase their share. Also feedback hypothesis for 

importers infers that the economic growth has led to a higher renewables’ usage, consequently, 

it is recommended to continue embracing economic growth which is eventually going to 

promote renewables. This ultimately will lead to achieve climate-change goals and reduce 

dependence on fuels imports as well. 

 

 

 

 

 

 

 

 

 



 الملخص

 
حوالي قرنين من الزمان. في الآونة الأخيرة، منذ حرق الوقود الأحفوري لإنتاج الطاقة محركًا أساسياً للأنشطة الاقتصادية  يعد

ونصيبها بشكل واسع مصادر الطاقة المتجددة  تم تبني إلا أنهّعلى الرغم من الاستهلاك المتزايد نسبياً للوقود الأحفوري، 

ي بمصادر يرتفع بمعدل أعلى. من أجل حماية البيئة وصحة الإنسان، تطبق البلدان سياسات جديدة لاستبدال الوقود الأحفور

مثل هذا  وكثافةأمن الطاقة والاستدامة البيئية، إلا أن توقيت  لتحقيقالطاقة المتجددة. على الرغم من أن هذه خطوات قيمة 

يكون ولكنها لا تقدم نتائج قاطعة. قد  وفي تزايديمكن أن يضر بالاقتصاد. الأدبيات حول هذا الموضوع متنوعة  الاستبدال

المنتجة من المصادر . تتناول هذه الدراسة تأثير الكهرباء مؤديا لتقديم تفسيرات أفضلالمزيد من الدراسات المتخصصة ب القيام

في نفس الوقت تنتج حصة لا والتي  في تجارتها، المعتمدة على الوقود الأحفوري الدولالمتجددة على النمو الاقتصادي في 

من ستة بلدان مصدرة للوقود الأحفوري وثمانية دول مستوردة  بياناتلدراسة . تضمنت ايستهان بها من الطاقة المتجددة

تم اختيار فحوص  بين المتغيرات. واختبارات التكامل المشتركوجود النزعة . طبقت الدراسة اختبارات 2019-1995للفترة 

ي النموذجين )المصدرون عوامل التأثير ف فيتجانس الوعدم  تأثر الدول بالصدمات المشتركة تأخذ بعين الاعتبار

أن زيادة الطاقة المتجددة  FMOLSكشفت طريقة  من الدرجة الأولى.متوائمة المتغيرات في كلا النموذجين  والمستوردون(.

٪ للمصدرين والمستوردين على 0.01و٪ 0.08من الناتج المحلي الإجمالي بنسبة  القوى العاملة٪ ستزيد نصيب 1بنسبة 

أظهر أن مصادر الطاقة المتجددة لها تأثير لمعرفة اتجاهات السببية ( Dumitrescu & Hurlin, 2012)اختبار  التوالي. 

إلى  في حالة المصدرين. تشير فرضية النمو والمستوردة الاتجاه على النمو الاقتصادي في البلدان المصدرة ثنائيسببي 

ة يوصى بزيادة حصلذلك  ،على مدار السنوات الماضية المتجددةمصادر الطاقة  تبنيالتأثير المفيد على الاقتصاد بسبب 

لمستوردين إلى أن النمو الاقتصادي أدى إلى في حالة ا الفرضية نفسها أيضا . تشيرالطاقة المتجددة لزيادة التأثير الإيجابي

صادي الذي سيؤدي ، وبالتالي يوصى بالاستمرار في تبني النمو الاقتوالعكس صحيح زيادة استخدام مصادر الطاقة المتجددة

 .وتقليل الاعتماد على الاستيراد الخارجيتحقيق الأهداف البيئية بالتالي و في النهاية إلى تعزيز مصادر الطاقة المتجددة

 

 

 

 

 

 

 

 

 

 

 

 



1 Introduction 
 

1.1   Preface 
 

Sovereign countries consider the affairs of energy sources matters of national security; thus, 

they are guarded by highest security measures (Flaherty & Filho, 2013). This high supervision 

is plausible given the critical role of energy in modern-day society. Energy is an indispensable 

component within the existing economy; It fuels transportation, it electrifies residential 

households, and it powers all sorts of industries. Therefore, most countries around the globe 

aim to maintain a stable flow of energy into their economies. Energy sources should be firmly 

secured so that the production and consumption systems of goods and services can run 

smoothly and continuously. One of the 17 Sustainable Development Goals (SDG) set by the 

United Nations is ensuring access to affordable, reliable, sustainable, modern energy for all 

(United Nations, 2021). On the other hand, international pacts like Kyoto protocol and Paris 

agreement were signed on by most countries to face the climate change issues caused by 

traditional energy usages like fossil-fuels consumption. The undesirable global warming 

effects has already started to distress environment ecosystems, health of humans, and economic 

activities (Vogel, 2017; Almuhisen & Gökçekuş, 2018).  

On the domestic level, each country has set national goals to reduce greenhouse gases (GHG) 

and CO2 emissions. This reduction requires substituting CO2-emitting sources like coal, oil and 

natural gas with renewable energy sources like hydro, solar, and wind. The switch from fossil-

fuels to renewables could serve countries to achieve energy sustainability and have a cleaner 

environment. However, this comes with a substantial initial cost because of the required 

investments to build renewables’ infrastructure (Kibria et al., 2019). There is also a need for 

innovation in renewables’ technologies to increase output efficiency and improve distribution 

systems. On the contrary, Fossil-fuels have been favorably efficient in terms of energy 

production. They also have convenient consumption and transfer networks, making them an 

easy viable choice (Timmons et al., 2014).  

Regarding fossil-fuels resources, countries divide into three groups. First, Countries with 

massive reserves that exceed their domestic needs so they export the rest of production to other 

countries. They may depend heavily on these exports to generate income. Second, Countries 

with high demands for fossil-fuels and don’t have enough reserves, so they mainly depend on 

imports from producing countries. Third, countries with moderate demands or moderate 



reserves. These countries could be importers or exporters, but they don’t depend excessively 

on fossil-fuels trade to run their economies.  

In countries with a high dependency on fossil fuels, policymakers are eager to know how 

energy sources should be evaluated to estimate their future impact. But given the ambiguity on 

how all previous factors might affect economic performance, an examination of the 

relationship between each type of energy and the economic growth is crucial. Configuration of 

desirable energy ecosystems requires policy recommendations to take into account three points. 

The strong craving for sustainable affordable energy, fossil-fuels level of dependence. And in 

the same time monitoring the negative externalities of taking a specific path like adopting 

renewables as an alternative. 

Categorized under Energy Economics, several studies have been conducted to understand how 

energy and its different sources interact with the economy elements. Research has focused on 

drivers of economic output, specifically, capital formation, labor force and total energy. The 

addition of non-renewable and renewable energy formulates the research of disaggregate 

energy-economic growth nexus (Omri, 2014; Cvijović et al., 2020a). What is new in this 

research is the focus on fossil-fuels-dependent economies. These countries will be widely 

affected if policy makers take a different path in the energy sector. Because a huge part of the 

economy is running with a specific configuration, adopting a new source of energy will disrupt 

the current economic activities. Therefore, this change should be investigated before applying 

related policies. In this study, we examine the impact of this change in energy sector in 

fossil fuel-based economies. 

 

 

1.2 Problem Statement 

 
Currently, the use of fossil fuels to run a wide range of economic activities is clearly 

indispensable. However, given the negative externalities of these fuels, the necessity to switch 

to cleaner energy sources is increasing; Policy makers in most countries are in a growing need 

for an evidence-based guidance to take the right decisions; Renewables’ promoting policies are 

increasingly being applied as a result of governments international commitments. They are also 

being employed to achieve energy security. Oppositely, a significant number of fossil fuels 

advocates argue that a drastic shift to renewables might obstruct economic performance. The 

debate arises intensely in fossil-fuels-dependent economies, where such a sizable change 

means a structural modification in the economic activities. Countries who depend heavily on 



income from fossil fuels need to recognize how different policies would affect the economy. 

Also, Countries who import a large share of fossil fuels to run the economy need to identify 

the impact of promoting one energy source over the other. Given previous needs, this study 

addresses the problem of energy sources impact for each group of countries, and apply the 

suitable methods to conclude data-driven recommendations. Literature’s conclusions in this 

field have mixed recommendations, but most of our studied research indicates the positive 

impact of renewable energy on the economy.  

 

 

1.3   Study Purpose 
 

The study aims to uncover the impact of renewable electricity consumption on the economic 

growth in fossil-fuels-based economies. The study examines the relationship between 

renewables consumption levels and GDP per capita in fossil-fuels net exporting/importing 

countries. In the selected countries, the share of fossil fuels exports/imports exceeds 20% of 

total exports/imports, and the share of renewables to generate electric power is more than 5% 

for exporters and 15% for importers. Six net exporters and eight net importers have been 

selected based on the previous criterion. The research also intends to discover the possible 

relationships between fossil-fuels exports/imports and economic growth in each group of 

countries. The results of this research will include the causality directions and the degree of 

influence between the target variables. 

 

1.4 Study Questions 
 

 

To achieve the purpose of this study we should be able to provide answers for the following 

questions.  

1- What is the causality connection between renewable electricity consumption and GDP 

per capita in fossil fuels net-exporting countries and net-importing countries? 

2- What is the magnitude of influence of renewable electricity on economic growth in the 

two groups of countries?  

3- What is causality connection between fossil-fuels exports/imports and GDP per capita 

in the two groups of countries? 



4- What is the magnitude of influence of fossil-fuels exports/imports on economic growth 

in the two groups of countries?  

1.5   Study Importance  
 

The significance of this study can be expressed along two axes. Firstly, the type of selected 

countries in the study is rarely studied; The literature on RE-GDP nexus has considerable gaps 

in fossil-fuels-dependent economies. To our knowledge, this type of countries has not been 

covered specifically except in two studies by Kahia et al. (2016, 2017). This type of countries 

is important because the effects of the switch from non-renewable to renewable energy sources 

can be observed clearly; Their high dependence on fossil-fuels makes the shift to renewables 

more obvious and the consequences more evident. Secondly, the key difference between Kahia 

et al. (2016, 2017) and this study is that we included countries where renewables share of total 

electricity is significant. Countries like Saudi Arabia, Oman, and UAE are not included because 

their renewables share is too small to impact the economy. Contrarily, our selected countries 

have a share of renewables to the level where the impact on the economy is notable and 

statistically significant.  

 

1.6   Study Plan 
 

The research is organized in the following three sections. Section two contains an exploration 

of previous studies about the renewable energy-economic growth nexus. The selected studies 

covered several methodologies and various countries within different time periods. Section two 

extends to contain the theoretical framework that validates the methodology of this research. 

The section also illustrates the context of the selected countries, presenting the main 

characteristics of each country. Section three explains the methodologies and the econometric 

techniques employed in the study. Section three extends to display empirical results and 

outputs’ analysis. Section four wraps up all the information obtained from the study to 

comprehend the over-all conclusion and recommendations. Section five includes the 

references. 

 

 

 

 

 



2 Literature Review & Theory 
 

2.1 Literature 
 

Research on total energy-economic growth nexus has accumulated over the past five decades. 

Since Kraft & Kraft (1978) had addressed the empirical correlation between both variables, the 

research has followed thoroughly and extensively. Hence, some governments have taken these 

studies as a supporting argument to promote certain policies (Gallagher, 2013). Yet in most 

countries, research couldn’t deliver conclusive results (Ucan et al., 2014). Moreover, 

considering disaggregate energy consumption, probable correlation between renewable energy 

consumption (RE) and economic growth has notified researchers to fill the gaps in renewables’ 

area. The rise of renewables’ share in total energy motivated such research. Cvijović et al. 

(2020) provided an extensive literature review on the relationship between RE and economic 

growth, the paper demonstrated the rising interest in this relationship and its prospects in 

different economies.  

Mainstream studies of energy-growth nexus were mainly conducted to measure the impact of 

total energy on economic growth. A wide range of studies have been done to investigate the 

relationship between the two variables, the results were typically expected to support one of 

four hypotheses (growth, feedback, conservation, and neutrality). Likewise, renewable energy-

economic growth research has the same four hypotheses. Firstly, growth hypothesis, which 

assumes a unidirectional causality from RE to GDP. Consequently, a RE conservation policy 

may harm economic growth (Payne, 2010). Secondly, feedback hypothesis which assumes that 

the direction of impact works in both ways, RE changes GDP, and GDP changes RE, this is a 

dynamic interchanging relationship, where the two variables are jointly affected (Ozturk, 

2010). Thirdly, Conservation hypothesis, where the change in GDP will cause a change in RE, 

this relationship works in one direction from GDP towards RE (Rahman & Velayutham, 2020). 

Finally, the neutrality hypothesis, it assumes that there is no casual effect between the two 

variables (Payne, 2010).  

 

2.1.1   Growth Hypothesis 
 

It implies that increasing consumption of renewable energy will positively affect economic 

growth, the relationship runs in one direction from RE to GDP. It indicates that supporting-

renewables policies will eventually lead to economic growth. Fang (2011) studied the Chinese 

renewables impact on economic growth in the period 1978-2008. The study concluded that 1% 



increase in RE increased GDP per capita by 0.162%. Despite its low participation, study 

findings for an emerging economy like China in that period indicates a strong developing 

correlation between the two variables. Additionally, RE is forecasted to affect economic 

welfare in the medium-term.  

Using (Emirmahmutoglu & Kose, 2011) causality test, Chang et al. (2015) confirmed the 

growth hypothesis in France, Canada, and Japan. Based on 18 Latin American countries’ data 

over  the period 1980-2010, Al-mulali et al. (2014) found one way positive effect of RE on 

GDP growth in the long run. Covering the period 1990-2011, Halkos & Tzeremes (2014) 

studied a sample of 36 countries by implementing non-parametric analysis, the paper revealed 

a non-linear increasing causal effect from RE to GDP in ‘Advanced-Developed Economies’. 

In the U.S., Bilgili (2015) applied continuous wavelet coherence methodology to be able to 

observe the frequency dimension of the related variables. The researcher found that RE has a 

unidirectional positive impact on economic growth. Table 1 lists additional notable studies that 

support Growth Hypothesis.  

 

                                                    Table 1 Growth Hypothesis Literature 

# Author(s) Period Countries Methodology 

1.  (Dogan, 2015) 1990-2012 Turkey 

ARDL, Johansen Cointegration test, 

Gregory–Hansen cointegration test 

with Structural break (long run) 

2.  (Hamit-Haggar, 2016) 1991-2007 8 new EU countries Asymmetric causality test, ARDL 

3.  (Alper & Oguz, 2016) 1990-2009 Tunisia Asymmetric causality test, ARDL 

4.  (Destek & Aslan, 2017) 1980-2012 Peru Bootstrap panel causality 

5.  (Ito, 2017) 2002-2011 42 developed countries 

Generalized method of moments 

(GMM), pooled mean group (PMG) 

technique, (long run) 

6.  (Amri, 2017b) 1980-2012 Algeria ARDL 

7.  
(Koçak & Şarkgüneşi, 

2017) 
1990-2012 Bulgaria & Greece Heterogeneous panel causality 

8.  (Bao & Xu, 2019) 1997-2015 China: 4 provinces Bootstrap panel causality test 

9.  (Maji et al., 2019) 1995-2014 
15 West African 

countries 

Panel dynamic ordinary least 

squares (DOLS) (Negative Impact)) 

 

2.1.2   Feedback Hypothesis 
 

Several studies have shown that the impact of RE on economic growth can be accompanied 

with an impact of economic growth on RE, this relationship asserts the feedback hypothesis. It 



infers that a boost in economic growth will increase renewable energy consumption. It also 

means that promoting renewables will increase economic growth. 

According to Apergis et al. (2010), there is a bidirectional causality between RE and economic 

growth in 19 developed and developing countries. While Kahia et al. (2016, 2017) studied 11 

net oil importing countries and 13 net exporting countries, and confirmed the feedback 

hypothesis in the long run. The studies indicate that the expansion of renewable energy not 

only can moderate the dependence on fossil fuels imports for import dependent economies, it 

also can minimize the risk associated with volatile oil and natural gas supplies and prices.  

The extensive work of Apergis & Payne (2010a, 2010b, 2011a, 2011b, 2012) and Aydin (2019) 

concluded a bidirectional casual effect between the two variables. The results strongly support 

the feedback hypothesis and the mutual interchanging relationship between renewables 

consumption and economic growth. Using ARDL and Vector Error Correction models, 

Bildirici & Özaksoy (2013) found a bidirectional causal link between biomass RE and 

Economic growth in Spain, Sweden, and France. Covering a range of  developing and 

developed countries, (Pao & Fu, 2013; Sebri & Ben-Salha, 2014; Rafindadi & Ozturk, 2017; 

Alvarado et al.m 2019) studied China, Russia, India, Germany, South Africa and several Latin 

American countries. They found a bidirectional Granger causality relationship between RE and 

economic growth supporting the feedback hypothesis. The studies infer the stimulating role of 

RE on economic growth in these countries.  

Given previous studies, we realized that income of each set of countries seems to affect the 

clarity of RE impact on economic growth; The higher the income the clearer that RE has a 

larger effect on the economy.  

In the following, a table of additional notable studies that support Feedback Hypothesis. 

 

Table 2 Feedback Hypothesis Literature 

# Author(s) Period Countries Methodology 

1.  (Shahbaz et al., 2015) 1972Q1-2011Q4 Pakistan 
ARDL, Rolling widow 

approach (RWA), VECM 
Granger causality 

2.  (Ibrahiem, 2015) 1980-2011 Egypt ARDL 

3.  (Chang et al., 2015) 1990-2011 G-7 Countries The Emirmahmutoglu and 

Kose causality methodology. 

4.  (Destek & Aslan, 2017) 1980-2012 
Greece & South 

Korea 
Bootstrap panel causality 

5.  (Amri, 2017a) 1990-2012 72 countries Dynamic-simultaneous 

equation panel data approach 

6.  (Koçak & Şarkgüneşi, 2017) 1990-2012 Albania, Georgia, & 

Romania 
Heterogeneous panel causality 



7.  (Saad & Taleb, 2018) 1990-2014 12 European Union 

countries 
Granger causality, Panel vector 

error correction model 

8.  (Zafar et al., 2019) 1990-2015 APEC countries 
Westerlund cointegration test, 

Continuously Updated Fully 
Modified Ordinary Least 

Square (CUPFM) 

 

 

2.1.3   Conservation Hypothesis 
 

The hypothesis assumes that economic growth leads to an increase in renewable energy 

consumption. The relationship between the two variables follows a causal link from GDP to 

RE, as a result, policies that support increasing renewables consumption might not improve 

GDP. However, directing more economic growth will increase renewables consumption and 

this eventually will achieve energy sustainability.  Sadorsky (2009a, 2009b, 2011b) studied G-

7 and 18 emerging countries, the author uncovered a unidirectional causal effect from GDP to 

RE in the both types of economies (developed and developing).  In Turkey, Destek (2016) and 

Ocal & Aslan (2013) implemented Toda-Yamamoto causality tests to uncover a negative 

unidirectional causality running from GDP to RE. It means that economic growth decreases 

renewables usage in Turkey, therefore, economic development led to more consumption of 

CO2-emitting sources.  Azlina et al. (2014) investigated the case of Malaysia and found that 

income (GDP) Granger-causes RE and non-RE, which is in favor of the conservation 

hypothesis for both types of energy. Rahman & Velayutham (2020) applied FMOLS and panel 

causality test to reveal a causal effect running from GDP to RE in five south Asian countries. 

 

2.1.4   Neutrality Hypothesis 
 

Neutrality hypothesis implies that there is no casual connection between economic growth and 

renewable energy consumption, in this case, the relationship between the two variables 

indicates that any change in policies regarding one variable may not impact the other.  

Bowden & Payne (2010) asserted the existence of a unidirectional causality from residential 

renewable energy and GDP in the US, but found no casual effect between industrial and 

commercial renewable energy and GDP. Neutrality hypothesis is confirmed by Menegaki 

(2011) covering 27 European countries. Using multivariate panel framework, The no-causation 

relationship between economic growth and renewable energy may be explained by the uneven 

and insufficient exploitation of renewable energy sources in that period. Al-mulali et al. (2013) 

found that 19% of the studied countries are categorized under neutrality hypothesis. In Brazil, 



despite the bidirectional relationship between RE and GDP in the short run, Pao & Fu (2013) 

found no causal effect between the two variables in the long run. 

 

2.1.5   General Overview 
 

Numerous researchers have conducted empirical studies to assess the relationship between RE 

and GDP in multiple-country dataset using panel data analysis. Single-country research is less 

common in this field due to lack of wide span of data, unless there is sufficient data like in the 

U.S. (Salari et al., 2021); Most papers have covered multiple countries to overcome this 

barrier.  However, in most of studies, selection criteria are not clear. A number of researchers 

studied a single region because of national motives or for the sake of homogeneity (Magnani 

& Vaona, 2013; Valodka & Valodkienė, 2015; Lehr & Ulrich, 2017). Other researchers 

included large set of countries to increase study validity and exploit the power of panel analysis 

(Apergis & Payne, 2011b; Halkos & Tzeremes, 2014; Le et al., 2020). While other researchers 

based their studies on groups of countries with particular characteristics. Kahia et al. (2016, 

2017) studied RE and GDP within net oil exporting and importing countries respectively. 

While Furuoka (2017) focused research on Baltic countries which have similar economic 

structures. In addition, several authors covered countries within international classifications, 

Hung-Pin (2014) included a number of OECD countries to study the relationship between RE 

and GDP. Chang et al. (2015) investigated the same relationship in G7 countries. While Ozcan 

& Ozturk (2019) focused on emerging economies. 

The observer may find some papers involve the same group of countries and yet diverge in 

conclusions and suggestions, the following table includes parts of these contradictions or 

agreements. 

 

Country Author(s) Period Methodologies Result 

China 

(Fang, 2011) 1978-2008 Multivariate OLS Growth 

(Lin & Moubarak, 2014) 

 
1977-2011 

ARDL, Johansen 

cointegration, Granger 

Causality 

Feedback 

(Bao & Xu, 2019) 1997-2015 Bootstrap panel causality test 80% Neutrality 

USA 

(Bowden & Payne, 2010) 1949-2006 Toda-Yamamoto procedure 
Residential-only 

Growth 

(Yildirim et al., 2012) 1949-2010 

Toda-Yamamoto procedure 

and bootstrap-corrected 

causality test 

Biomass only 

Growth 

(Salari et al., 2021) 2000-2016 OLS and GMM Growth 

OECD 

countries 
(Apergis & Payne, 2010a) 1985-2015 

Panel cointegration, ECM, 

Granger Causality 
Feedback 



Table 3 Differences in Literature 

 

The table exemplifies how studies may integrate with each other to support a specific policy 

similar to the case of OECD countries. And how they may increase unclarity about the 

relationship between the two variables like in the case of China. In the case of USA, more 

integral studies may conclude decisive results. One of the reasons behind these differences is 

the use of different econometric methodologies. Similarly, periods’ selection may affect 

research empirical results and therefore its final suggestions. Significant changes can occur in 

certain time periods which may not be covered, these changes will not be included in the study 

too. Figure 1 illustrates the steep increase in global renewables consumption after the year 

2012. 

  

 
            Data source: BP Statistical Review of World Energy 2020 

Figure 1 Global Renewable Energy Consumption 1965-2019 (TWh) 

              

Researchers also put attention on variables’ selection to formulate fitted models. The major 

variables in this subject are GDP or GDP per capita and Electricity Renewable Energy (RE)  

(Sadorsky, 2009b; Aydin, 2019). Labor Force population (L) and Gross Fixed Capital 

Formation (K) are also essential variables and have been included in most of studies to avoid 

omitted-variable bias (Apergis & Payne, 2010a). In addition, some researchers integrated other 
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variables; Bowden & Payne (2010), Apergis & Payne (2012), and Al-mulali et al. (2014) 

included non-renewable energy consumption in their models to compare the impact of 

renewables and non-renewables sources on the economy. Apergis et al. (2010) inserted nuclear 

energy variable to cover more sources. Silva et al. (2012), Cherni & Essaber Jouini (2017), Cai 

et al. (2018), and Saidi & Omri (2020) included CO2 emissions as a key variable in their studies. 

The importance of CO2 presence lies in the fact that one of the major motives to adopt 

renewables is to reduce greenhouse gases (CO2 and others). 

 

2.2 Theoretical Framework 
 

2.2.1   Renewable Energy in Economics 
 

Energy definitions may vary according to source and context. Generally, scientists defined 

energy as the ability to do physical work (Kent, 1916). In economics, energy is a primary input 

in most of economic activities. It is also essential to sustain the modern human lifestyle, which 

is partly instrumented by the human development index (HDI) (Wang et al., 2021). Absence 

of energy would definitely affect HDI negatively. 

Demirel (2012) described energy forms and sources in detail, the article classified energy types 

into primary and secondary. Primary energy consists of two main categories, renewable energy 

which includes waste, solar, wind, hydro, biomass, and geothermal. And non-renewable 

energy, which includes all fossil fuels (oil, coal, and natural gas) and nuclear power. The 

secondary energy is the transformed primary inputs which are used for final consumption. 

Figure 2 explains energy types and illustrates energy sources.  

 

 
Figure 2 Energy Types and Sources 

 



According to (Mishra, 2007), scientists studied production functions since the publication of 

Cobb & Douglas (1928) to understand economic output evidently. Later on, Solow (1956) and 

Swan (1956) had independently presented the technical development factor in the Cobb-

Douglas production function. The factor represented the impact of technological progress on 

economic output. Regarding energy variable, in 1973, the massive impact of oil embargo 

against the U.S. had prompted economists to consider including the energy variable in 

production functions (Mishra, 2007). Given the change of economic performance due to the 

energy crisis, it became clear that a significant share of production was resulted from energy 

incorporation. In addition, the technological advancements required the use of unprecedented 

amounts of energy (Goldemberg, 1992). Therefore, the energy variable has been associated 

with the Solow-Swan productivity factor and within the production function as well. 

Kümmel et al. (1985) affirmed that energy consumption is a factor of production as 

fundamental as capital and labor. They argued that neither capital nor labor can perfectly 

substitute the energy role in the modern economy. The study applied different production 

functions on data from Germany and the U.S. to observe the impact of energy consumption on 

the economic output. Along with LINEX and CES functions, a Cobb-Douglas energy-

dependent function was employed to prove that the real data curves are closely matching the 

theoretical curves. Therefore, energy consumption values have been denoted by energy 

variable in production functions. 

Energy-focused research tried to fit energy variable in the production function accurately 

(Georgescu-Roegen, 1986). Hence, energy variable had been incorporated in a broad range of 

studies to discover the role of energy consumption in production models (Faucheux, 1993). 

This finding has been asserted by Mishra (2007) explaining the history and the scientific 

arguments which support energy variable insertion. Extending Cobb & Douglas (1928) 

function with regard to the Solow-Swan model and energy inclusion, the modified production 

function is shown in Eq. (1).  

 

                                                        𝑌𝑖𝑡 = 𝐴𝑖𝐾𝛽1𝑖𝐿𝛽2𝑖𝐸𝛽3𝑖                                                (1) 

 

Where Y is GDP, A is the technical development in production, K is the gross capital 

formation, L is the labor force population, E is energy consumption, 𝑖 = 1, 2 3, … stands for 

the number of the selected cross-section unit, and t stands for time. 



Kümmel et al. (1985) followed by Lindenberger & Kummel (2002) have asserted firmly on the 

validity of energy inclusion in production functions. They also noted that despite its limitations, 

the most used function in macroeconomic analysis is the Cobb-Douglas production function.  

The rise of renewables’ share from around 7% of total energy consumption in the late 1990s to 

more than 11% in 2019 has raised economists’ attention (Saidi & Omri, 2020). The scientific 

research has become more inclined to measure the potential impact of renewables on economic 

output. Renewable energy is playing a major role to replace the conventional energy sources. 

This shift is increasingly pushing different economic sectors to integrate unconventional 

manufacturing and transportation methods in operations (Shafiei, 2013). As a result, it is 

implied that RE is creating a novel part of economic output.  In addition, since total energy 

variable is a factor of production function, the disaggregated renewable and non-renewable 

sources are also factors of production (Kahia et al., 2017). Consequently, economists have 

justified the inclusion of renewable energy consumption in production functions. Ewing et al. 

(2007), Sadorsky (2009a), and (Apergis & Payne, 2010a) have included renewable energy in 

GDP models to study the impact of RE on economic growth. Several studies have followed 

this path to examine the impact of RE on economic growth using the augmented Cobb-Douglas 

production function. It is represented in Eq. (2)  

  

                                                            𝑌𝑖𝑡 = 𝐴𝑖𝐾𝛽1𝑖𝐿𝛽2𝑖𝑁𝐸𝛽3𝑖𝑅𝐸𝛽4𝑖                                             (2) 

 

Where Y is GDP per capita, A is the technical progress, K stands for capital formation, L is 

labor force, NE stands for non-renewable energy consumption, RE stands for renewable energy 

consumption, 𝛽1, 𝛽2, 𝛽3, 𝑎𝑛𝑑 𝛽4 are the elasticities of output with respect to each variable, and 

𝑖 = 1,2,3, … stands for each country or cross-section unit.  

 

 

2.2.2 Fossil Fuels Role in Economic Growth 
 

All types of coal, petroleum, and natural gas are classified as fossil fuels. These hydrocarbons 

are produced in living organisms by the process of photosynthesis or biosynthesis, which 

convert solar radiation into chemical energy (Soysal & Soysal, 2020). Fossil fuels have been 

one of the main reasons behind the swift economic growth in the last 150 years, they powered 

the industrial revolution and the related advancements that followed (Carbonnier & Grinevald, 



2011). We can observe from Figure 3 the sizable share of fossil fuels in the mix of global 

energy consumption. 

 

 
Figure 3 Global Energy Consumption Mix 

 

Currently, more than 80% of world energy comes from fossil-fuels. A huge adoption of fossil-

fuels has occurred due to the relatively cheap prices, and due to the established and efficient 

transfer and consumption networks (Carbonnier & Grinevald, 2011). Therefore, the transition 

from fossil fuels to other alternatives is highly challenging. In addition, The economic growth 

is affected considerably by fossil fuels production, trade, and consumption because they 

dominate the energy sector (Kibria et al., 2019); The usage of non-renewable fuels is the 

primary source of residential electricity. Moreover, The dependence of most of industrial 

countries on fossil fuels is substantial; Manufacturing and transportation largely rely on these 

fuels to operate (Leatherby & Martin, 2019). 

Countries which import coal, oil and natural gas the most are troubled by prices fluctuations 

and supply chain instability (Baláž et al., 2020). Furthermore, most of other goods supply 

chains are affected either directly or indirectly by fossil fuels (Rout et al., 2008).  In regards to 

exports, major net-exporting countries depend critically on fossil fuels revenues to run the 

economy and cover the government’s budget deficit. Exporting countries which more than 20% 

of their direct income comes from fossil fuels are considered economically vulnerable (Coren, 

2021). Price shocks, decreasing demand rate, and renewables rise can be tough on economies 

with such structure. There is also a socio-economic factor affecting both exporters and 



importers where several groups of employees mainly depend on jobs within the fossil-fuels’ 

industry (Tvinnereim & Ivarsflaten, 2016).  

Given previous factors, the impact of fossil fuels exports/imports on economic performance is 

worth considering. In regards to total trade, Mo (2010) concluded that most studies suggest a 

positive causal impact of international trade on economic growth. Accordingly, the more the 

weight of fossil fuels within total trade, the more the impact they apply on the economy 

(Mercure et al., 2018).  

The imported goods and services into a country can be used and utilized to generate economic 

output by producing valued goods and services. Furthermore, imports might replace domestic 

production which can affect economic growth negatively. Therefore, in both situations the 

inclusion of imports variable in an augmented Cobb-Douglas production function sounds 

reasonable and applicable (Damooei & Tavakoli, 2006; Herrerias & Orts, 2013). On the other 

hand, exports stand as a source of direct income where its impact linkage on economic output 

is not straight forward. Therefore, scholars who included exports variable in the Cobb-Douglas 

model had four arguments. Firstly, exports growth reflects the increase in demand of country’s 

outputs. Thus, new channels of demand will be created, this in turn will be realized in a rise in 

production and more economic growth (Jung & Marshall, 1985; Zaman, 2016). Secondly, 

exports’ income increases foreign exchange reserves, this facilitates the purchasing of 

intermediate productive goods. As a result, the capacity of different industries expands 

resulting in a rise in economic output (Onafowora et al., 1996; Kónya, 2006). Thirdly, exports’ 

rate affects the level of total factor productivity; In fact, the growth of exports motivates 

technical improvements in production leading to economies of scale. Oppositely, large exports 

of few categories of goods might affect economic growth negatively due to low diversification 

of investments (Feder, 1983; Medina, 2001). Finally, exports’ earnings might form a budget 

surplus and serve the country’s debt. Therefore, the burden of debt will be reduced allowing 

production elements to operate with less friction to sustain economic growth (Kollie, 2020). 

Given previous reasonings, (Waithe et al., 2010; Simuț, 2015; Sultanuzzaman et al., 2019) 

have employed the Cobb-Douglas production function to examine the impact of exports on 

economic growth. 

Concerning fossil fuels’ trade, countries with large shares of fossil fuels in trade might find a 

considerable impact of this trade on economic growth. As we discussed previously, exports 

and imports are justified to be included in an augmented Cobb-Douglas function. Likewise, the 

inclusion of fossil fuels’ exports or imports sounds more plausible in fossil-fuels-based 



economies. In net-exporting countries, fuels’ exports provide the economy with the needed 

funds to cover debt and to purchase advanced technologies for production. These conditions 

assist the country to be financially independent and to be relatively more productive, which in 

turn leads to economic growth. In net-importing countries, an increasing fuels’ share in total 

imports reflects a rise in production rate. Shahbaz et al. (2013) has addressed these matters 

using an extended Cobb-Douglas model. The study examined the impact of exports and natural 

gas consumption on economic growth in France. Natural gas consumption represented to a 

large extent the fossil fuels imports because France is a net-importing country. Another study 

by Hosseini & Tang (2014) has included oil & non-oil exports and total imports to measure 

their impact on economic growth in Iran. They used Eq.3 as a model for estimation. 

 

            ln 𝑌𝑡 =  𝛽0 + 𝛽1𝑙𝑛𝑂𝑋𝑡 + 𝛽2𝑙𝑛𝑁𝑂𝑋𝑡 +  𝛽3𝑙𝑛𝐾𝑡 + 𝛽4𝑙𝑛𝐿𝑡 + 𝛽5𝑙𝑛𝐼𝑀𝑡 + 𝜀𝑡               (3) 

 

Where “ln” is denoted as the natural logarithm, t is the year, Y is gross domestic product, OX 

is export of oil and gas products, NOX is export of non-oil products, K is the capital investment, 

L is the labor force participation, and IM is total imports of goods and services. The usage of 

such variables in economic growth models can help us recognize new perspectives about 

economic growth in specific countries.  

 

 

2.3 Research Context 
 

This study has been based on two concepts. Firstly, the literature validation of RE inclusion in 

economic growth models. Secondly, fossil fuels trade (exports and imports) has been also 

validated to be included in the production function. Countries differ in their fossil-fuels 

dependence, thus their vulnerability to external shocks varies.  

Countries which fit in our context have two characteristics. First, they are highly dependent on 

fossil fuels’ imports or exports. E.g. Lin & Xu (2020) considered China’s case to clarify the 

level of dependence on fossil fuels as an importer. Second, they have a notable share of 

renewables in electric power generation. In summary, these countries are under an external 

pressure; their economic growth is disturbed by fuels prices, political stability, and new energy 

innovations. On the other hand, they have the ability to uplift their established renewables share 

and diversify income streams to avoid economic crises (Charfeddine & Barkat, 2020).  



We selected countries that reflect the mentioned criteria to conclude customized 

recommendations. Exporting countries have two attributes. On average, they depend on fossil 

fuels exports to generate more than 20% of net exports value. On average, they also generate 

more than 5% of electric power from renewable energy sources. Oppositely, importing 

countries have two attributes with different direction and quantity. They depend profoundly on 

fossil fuels to run the economy; On average more than 20% of imports are fossil fuels. 

Regarding RE, they generate more than 15% of electric power from renewables. The reason 

why we selected different RE percentages among the two groups is that exporters usually delay 

the adoption of renewables. Because of the large reserves of fossil fuels they have, their incitive 

to increase RE share is lower. On the contrary, importers look for alternatives to avoid the 

uncertainty of fossil fuels trade. 

We included six exporting countries: Australia, Canada, Indonesia, Iran, Mexico, and Russian 

Federation. And eight importing countries: China, France, Germany, India, Italy, Japan, Spain, 

and Thailand.  

 

2.3.1   Fossil-Fuels Net-exporting Countries 
 

In this section, we will highlight some of the important characteristics of exporting countries. 

As previously mentioned, selected exporting countries have average renewables share of more 

than 5% of total electricity production. Figure 4 illustrates the share of RE in each country over 

the target period.  

 

 
Figure 4 Share of electricity production from renewable sources (Exporters) 

 



Australia is a highly developed country with a noteworthy dependence on fuels exports. Figure 

5 shows that more than 28% of exports were fossil-fuels in the last ten years. While from Figure 

4, we notice that the renewables share of total electricity has increased from less than 10% to 

over 20% in the same period. Solar and wind have been the primary drivers in more than 

doubling renewable generation expansion over the last decade. The renewables adoption rise 

reflects Australia’s commitment to Kyoto Protocol and later the Paris Climate Change 

agreements (Thornton, 2020). Although the country’s exports of natural gas and coal exceeds 

oil imports by a high margin, the high dependence on oil imports put the country under the 

external pressure of oil markets shocks. This might be another reason behind the rapid adoption 

of renewables.  

The Australian economy is led by the service sector which is valued at nearly 62.7% of GDP 

in 2017. The country has enormous reserves of crude materials like gold and silver which also 

consist a significant share of exports. These factors assisted the country to achieve steady 

economic growth over a long period of time. The available economic capacity might be an 

additional incentive to invest in renewables and reduce CO2 emissions.  

 

 
Figure 5 Types of Exports from Australia (% of Total) 

 

Canada has the highest electricity renewable share across the selected countries. In 2019, 68% 

of electric power came from renewables. This high percentage is a result of the efficient power 

generation from moving water (hydroelectricity). Moving water is the most significant 

renewable energy source in Canada, supplying 60% of Canada’s electricity demands. In fact, 

in 2018, Canada was the third largest producer of hydroelectricity in the world. Energy 

regulations is in favor of renewables too. The federal Renewable Fuels Regulations require fuel 

producers and importers to have an average renewable share of at least 5% based on the volume 

of gasoline that they produce or import, and at least 2% of the volume of diesel fuel that they 

produce and import (Canadian Government, 2019). In addition, Canada has set a goal of 



increasing the share of zero-emitting sources to 90% by 2030 (Ye, 2018). It is unlikely for a 

fossil-fuels exporter to have such a substantial adoption of RE. However, Canadian culture and 

standards have supported the progressive protection of environment and pushed towards clean 

energy investment. The other primary reason for the large share of RE is the long-ago 

established systems of hydroelectricity plants. One of the plants is still being used since 1898 

(Canadian Hydropower Association, 2009). 

Canadian economy has similarities with Australian economy; it is highly developed mixed 

economy dominated by the service sector as it values 70% of real GDP in 2017. Besides that, 

fossil-fuels exports form around 30% of Canada’s total exports which is 9% of real GDP. 

Although this is a considerable dependence. The country is heading towards more 

diversification to prepare for possible fuels price shocks. Further research is needed to 

understand the relations among previous factors.   

 

 
Figure 6 Types of Exports from Canada (% of Total) 

 

As an upper-middle income country and member of the G20, Indonesia is classified as a newly 

industrialized economy. Like Australia, Indonesia is an oil net-importer but fossil-fuels exports 

(mainly coal) exceed oil imports by a high margin, making the country a fossil-fuels net 

exporter. Figure 6 demonstrates that fossil-fuels exports consist a weighty share of total 

exports. In 2019, 6.2% of GDP was created by fossil-fuels exports. The Indonesian economy 

is 7th largest in terms of GDP (PPP). It has been growing 4-5% a year for over two decades 

except for 1997’s crisis and when COVID-19 pandemic in 2020 stroked most of the world 

economies. Renewables contribution to electricity generation has been going up and down over 

the past 25 years. Despite this, RE share has been more than 12% across the whole period, 

which is a considerable percentage in energy sector for a large country like Indonesia. 

Moreover, the country has set out to achieve 23% renewable energy use by 2025, and 31% by 

2050 (Hartono et al., 2020), (Malik, 2021). 



 

 
Figure 7 Types of Exports from Indonesia (% of Total) 

 

Considered as an “Energy Superpower”, Iran has been forecasted to become one of the top 

fifteen countries in terms of real GDP. On the contrary, Iran has suffered consecutive declines 

in different time periods in the last 30 years. This is mainly caused by the U.S. sanctions 

initiated as a result of political conflicts. As we can notice from Figure 8, the major exporting 

good in Iran is fossil-fuels. This high dependence on oil & gas exports made the country highly 

vulnerable to external pressure as in the case of U.S. sanctions. Observing Figure 4, although 

the country has a considerable RE, Iran fluctuated its renewables share in electric power 

production with no signs of progression. This might be as a result of change in priorities over 

the years, trying to solve the most pressing issues facing the country like high unemployment 

and instability of international trade.  

Due to its favorable geographic characteristics, Iran has diverse and accessible renewable 

sources, which offer suitable substitutes to reduce dependence on fossil fuels. regulations and 

policies might be necessary to exploit these advantages, and decision makers would be 

motivated if RE is proved to advance the economic growth (Solaymani, 2021). 

 

 

Figure 8 Types of Exports from Iran (% of Total) 

 



Mexico is the least dependent on fossil fuels exports among our selected countries, yet in 2019, 

5% of GDP consisted of fuels exports. The Mexican economy is mixed and developing, with 

domination of automotive industry whose standards of quality are internationally recognized. 

Real GDP of Mexico has been growing overall but with association of some major declines. 

Regarding electricity generation from renewables, the share of RE has moved back and forth 

staying around 17%. These swings in RE investments and adoption may have affected or been 

affected by the inconsistent economic growth at some points. Major issues like pollution, 

poverty and energy security is increasingly considered in parallel with economic growth 

strategies (Mele, 2019). The study proceeds to investigate the relationship between GDP and 

RE. A potential impact of renewables on the economy may help mitigate the stated issues.  

 

 
Figure 9 Types of Exports from Mexico (% of Total) 

  

The last fuels-exporting country in our study is one of the global superpowers which plays a 

major role in the world’s politics and economics. Russia is the largest country by area and the 

6th in the world by real GDP (PPP). Regarding its energy sector, in 2019, 17% of GDP came 

from fossil-fuels exports. Figure 10 displays the large fuels share of total exports. The country 

is highly dependent on oil & natural gas exports to generate income. The whole economy is 

affected by a great deal when fuels prices decline; Sectors’ diversification seems to be 

necessary to lessen this dependence. In regards to renewables adoption, Russia is the ninth-

largest energy producer in 2019. When it comes to RE share, it has not been increasing 

significantly over the selected period. This might be as a result of available & affordable fossil 

fuels, as a result, the total increase in electricity appears to be provided by more production 

from traditional power plants (Pagliaro, 2021). Examination of renewables impact in the 

country might create insights on the promising benefits of RE adoption.  

 



 
Figure 10 Types of Exports from Russia (% of Total) 

 

2.3.2   Fossil-Fuels Net-importing Countries 
 

In this section, we will highlight some of the important characteristics of importing countries. 

As previously mentioned, selected importing countries have average renewables share of more 

than 15% of total electricity production. Figure 11 illustrates the share of RE in each country 

over the target period. 

 

 
Figure 11 Share of electricity production from renewable sources (Importers) 

 

China is the biggest fossil-fuels importer in the world. In 2019, 17% of the imported fuels in 

the world have been consumed by China. The country has experienced a swift economic 

growth because of the unique boosted industrialization and the expansive trade openness. This 

led China to become the 2nd largest economy in the world. With such a massive economic 

development, there is an increasing demand for energy to run the economy and cover the 

growing population essentials. 



Due to the shortage in domestic resources to meet these massive fuels needs, more than 20% 

of China’s imports consist of fossil fuels products. In 2019, 21% of China’s imports were fossil 

fuels. Figure 12 shows this weighty share, which pushes policy makers and country strategists 

to think of finding internal alternatives to protect the ongoing economic growth. As a result, 

China has been significantly shifting to adopt clean energy in electricity production to moderate 

fuels imports. Electricity generated from renewables was around 19% in 1995, by the year 

2019 it reached around 27%. An 8% increase over 25 years seems modest, but given the huge 

growth in total power demands over that period, this share is equivalent to 40% of total 

electricity consumption of the U.S. in 2019. Investigating renewables effect on the economy is 

required to verify the suitable policies for such a huge economy.  

 

 
Figure 12 Types of Imports in China (% of Total) 

 

Germany, France, Italy, and Spain are highly developed countries run by liberal 

democracies. Their economies operate under the European Union economic umbrella and 

within its institutional regulations. However, each country has its own attributes. Germany is 

the most developed with the highest GDP per capita of around 46K US dollars in 2019, and 

with the highest living standards. The country is the de facto leader of the European Union and 

its most powerful industrial arm (Brinded, 2016). While Spain is the last among the four 

countries in terms economic performance, GDP per capita is around 29K US dollars, with a 

high unemployment rate of 15% in 2019. France and Italy are between these ranges. Regarding 

fossil-fuels consumption, the four countries are highly dependent on fuels imports, Figures 13 

,14 , 15, and 16 illustrates the share of fossil-fuels imports in France, Germany, Italy, and Spain 

respectively. Averages of shares over the selected period for the four countries exceed 20% of 

total imports. 

 



 
Figure 13 Types of Imports in France (% of Total) 

 

 
Figure 14 Types of Imports in Germany (% of Total) 

 

The four countries as all other EU countries are committed to Kyoto protocol and Paris 

agreement. European Parliament voted in February 2014 in favor of binding 2030 targets on 

renewables, GHG emissions, and energy efficiency: a 40% cut in greenhouse gases, compared 

with 1990 levels; at least 30% of energy to come from renewable sources; and a 40% 

improvement in energy efficiency (Harvey, 2014). We can notice from Figure 11 that 

Germany, Spain, and Italy have increased their renewables share markedly, but France appears 

to swing at around the same percentage. Despite the interconnected goals set for the EU to 

achieve, each country has its own national action plan, which is affected by internal factors and 

may not co-move with other countries’ national plans (European Commission, 2021).  

Accumulation of  targeted studies on the impact of renewables use may help decision makers 

to take further informative steps. 

 



 
Figure 15 Types of Imports in Italy (% of Total) 

 

 
Figure 16 Types of Imports in Spain (% of Total) 

       

Japan is the fourth largest economy in the world by real GDP, and the first in Economic 

Complexity Index (ECI). ECI is an indicator of the country’s product diversification and unique 

ability to produce products that other countries can’t. Despite that, Japan’s economy 

experienced relative declines across the selected period due to the burst of assets prices bubble 

in 1990s. Economic stagnation was followed and the country couldn’t drive economic growth 

as planned. The slow pace of economic growth in Japan is accompanied with natural resources 

scarcity, making the country a large net-importer of fossil-fuels. Figure 17 shows the share of 

fuels imports out of total. It is clear that Japan is greatly dependent on fossil-fuels imports to 

run its unique economy. This fact made the switch to renewables a necessity. Therefore, Japan 

has increased its electricity generated from renewables around two and a half folds over the 

indicated period (Figure 11).  On 3 July 2018, Japan's government pledged to increase 

renewable energy sources, including wind and solar, from 15% to 22–24% by 2030. This goal 

includes electricity and all other energy uses. Deliberate targets and policies are required to 

untangle Japan from external dependence. 

 



 
Figure 17 Types of Imports in Japan (% of Total) 

 

India has the 2nd largest population in the world after China, it is one of the fastest growing 

economies and the 3rd economy in terms of real GDP. However, the country’s GDP per capita 

is one of the lowest globally, more growth is anticipated to overcome poverty, unemployment 

and pollution. India is highly dependent on fossil-fuels imports to fulfill its large population 

demand and run its industrial sector which forms around 30% of the real GDP.  Figure 18 

shows us the high percentage of fuels among imported goods. Given previous conditions, in 

2016, in its nationally determined contribution under the Paris Agreement, India has a target 

of achieving 40% of electric power from non-fossil fuel sources by 2030. Taking the overall 

progress in renewables adoption in India (Figure 11), these targets seem unattainable. 

Economic-growth-based adoption of renewables may motivate companies and institutions to 

take vigorous steps to meet those targets. As a result, more research is required to evaluate the 

impact of RE on the economy. 

 

 
Figure 18 Types of Imports in India (% of Total) 

 

Thailand is a newly industrialized economy with a heavy dependence on exports to generate 

income. In fact, by the 2019, 60% of Thailand’s GDP came from exports. The country is 

efficiently interconnected with the world. After a long period of low income and high poverty,  



industrialization with trade openness assisted Thailand to become the 8th largest economy in 

Asia by the year 2018. From Figure 19, we can observe the relatively growing imports of fossil-

fuels. Given the industrial growth occurring in the country and the low levels of domestic 

resources, such dependence might even increase in the medium term to produce more goods 

and services ready to be exported. Accordingly, the government has set a goal to increase the 

proportion of electricity generated by renewables to 40% by 2037. Figure 11 shows that 

Thailand has increased its renewables share form 8% at the beginning of the interval to 18% in 

2019. Given this progress Thailand appears to follow these goals effectively.  

 

 
Figure 19 Types of Imports in Thailand (% of Total) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3 Econometric Modeling 
 

 

3.1   Model & Data 
 

Based on (Apergis & Payne, 2011a), (Shafiei, 2013), (Al-mulali et al., 2014), (Chang et al., 

2015), and (Azam et al., 2021), we employed a production model that integrates Renewable 

Electricity Consumption (RE) associated with Capital Formation (K). In addition, we added 

Fossil Fuels Exports/Imports (FEX/FIM) representing non-renewable energy trade for both 

datasets (exporters and importers), because 97.6% of non-renewable energy sources are fossil-

fuels (Energy Data Explorer, 2021). More specifically, we extend the neoclassical Cobb-

Douglas production function by adding both renewable and non-renewable energy factors. It 

may assist our understanding of the impact of one variable in the presence of the other (RE in 

presence of FEX or FIM). The inclusion of capital factor is incorporated in the model to control 

for potential omitted variable bias. We divided all variables in the production function by Labor 

Force (L) to make some of the characteristic differences between countries more homogeneous 

within each group. The following equations represent the two models we used in this study. 

Eq. 4 for exporters, Eq. 5 for importers.  

 

                      ln 𝑌𝑖𝑡 =  𝛽0 +  𝛽1𝑙𝑛𝐾𝑖𝑡 +  𝛽2𝑙𝑛𝑅𝐸𝑖𝑡 + 𝛽3𝑙𝑛𝐹𝐸𝑋𝑖𝑡 + 𝜀𝑖𝑡                    (4) 

                      ln 𝑌𝑖𝑡 =  𝛾0 +  𝛾1𝑙𝑛𝐾𝑖𝑡 +  𝛾2𝑙𝑛𝑅𝐸𝑖𝑡 + 𝛾3𝑙𝑛𝐹𝐼𝑀𝑖𝑡 + 𝜀𝑖𝑡                     (5)  

  

Annual data for the period 1995-2019 were obtained from The World Bank DataBank, UN 

Comtrade Database and BP Statistical Review 2021. The modified production model includes 

GDP per Labor in constant prices of 2010 U.S. dollars (𝑌𝑖𝑡), Gross Fixed Capital Formation 

per Labor in constant prices of 2010 US dollars (𝐾𝑖𝑡), The divided-by term Total Labor Force 

(𝐿𝑖𝑡), Electricity Consumption from Renewable Sources Terra Watt hours per Labor (𝑅𝐸𝑖𝑡), 

Fossil Fuels Exports per Labor in constant prices of 2010 US dollars (𝐹𝐸𝑋𝑖𝑡),  Fossil Fuels 

Imports per Labor in constant prices of 2010 US dollars (𝐹𝐼𝑀𝑖𝑡), 𝜀𝑖𝑡 is the error term, and 𝛽0 

and 𝛾0 are the intercepts. 

The data has been organized to fit the two models’ specifications. The dataset of exporters 

panels includes the variable FEX, and the dataset of importers panels has the variable FIM.  

The variables have been converted to natural logarithmic form to enhance data stability. It also 

simplifies the interpretation of statistical results by treating coefficients as elasticities. Each 

variable name starts with “L” to represent the logarithmic form namely, LY, LK, LRE, LFEX, 



and LFIM. We expect that fuels exports/imports, renewable energy and capital formation will 

have positive coefficients in both models. 

 

3.1.1     Data illustration 
 

The major focus of this study is to understand the relationship between renewables adoption 

and economic growth in fossil-fuels-dependent countries. the following figures illustrate the 

paths of the related variables over the period 1995-2019. The figures also help in the  

comprehension of some econometric outputs. For exporter countries, the figures 20, 21, and 22 

display the tracks of LY, LRE , and LFEX over the selected time period.    

 

 
Figure 20 Economic Growth, Renewable Electricity, & Fossil-Fuels Exports over Time in Australia & Canada 

 

Observing Exporters’ figures, we notice that all net-exporting countries have relatively 

increased renewables consumption per labor across the selected period. Economic growth has 

also risen significantly in all exporter countries except Iran, which ends the period with a small 

increase comparing to the beginning. The low unstable growth in Iran might be as a result of 

external political conflicts affecting trade openness and economic activities. This also can be 

realized by the sharp decline in fossil fuels exports in the last four years in Iran. On the other 

hand, other exporter countries have significantly improved fossil fuels exports over the selected 

period which has been realized in an increase in GDP per capita. We can also observe a clear 

correlation between economic growth and renewable energy consumption in the selected 

countries. 

 



 
Figure 21 Economic Growth, Renewable Electricity, & Fossil-Fuels Exports over Time in Indonesia & Iran 

 

 

 
Figure 22 Economic Growth, Renewable Electricity, & Fossil-Fuels Exports over Time in Mexico & Russia 

 

For importing countries, the figures 23, 24, 25, and 26 exhibit the three variables behavior over 

the selected time period. We can notice that all importers have increased renewables levels per 

labor over the twenty-five years. China appears to be the leader country by economic growth 

rates. China’s GDP per labor was around 1000 USD in 1995, by the year 2019, GDP per labor 

has reached around 18,000 USD. In Germany, France, Spain, and Italy economic growth has 

moved upward at a slower pace. Thasiland and India have experienced a rapid economic 

growth but it is still lower than China by a medium margin. Japan seems to have several 

declines with slowly improving economic growth over the same period.  



The fossil fuels imports appear to be correlated with economic growth. From economics point 

of view, industrial countries consume more fossil fuels when economic activities are 

expanding. Therefore, imports will increase and economic growth might also rise if the 

allocation of imported resources lead to efficient economic performance.  

 

 
Figure 23 Economic Growth, Renewable Electricity, & Fossil-Fuels Imports over Time in China & France 

 

 
Figure 24 Economic Growth, Renewable Electricity, & Fossil-Fuels Imports over Time in Germany & India 

 



 
Figure 25 Economic Growth, Renewable Electricity, & Fossil-Fuels Imports over Time in Italy & Japan 

 

 

 
Figure 26 Economic Growth, Renewable Electricity, & Fossil-Fuels Imports over Time in Spain & Thailand 

 

3.1.2     Descriptive Statistics 
 

Table 4 and Table 5 cover descriptive statistics of exporters and importers data respectively. 

 

Table 4 Descriptive statistics (Exporters) 

Variable  Mean Std. dev. Min Max Observations Skewness Kurtosis 

LY 

overall 
9.831282 

 

1.155293 6.928131 11.76845 n =     150 

-0.08536 2.044076 between 1.131429 8.24241 11.17027 N =       6 

within .5106531 8.394072 10.8199 T =      25 
         

LK 

overall 
8.39288 

 

1.167438 5.55887 10.49043 n =     150 

-0.07658 2.240291 between 1.105553 6.931773 9.817361 N =       6 

within .5809786 6.636626 9.484475 T =      25 

         

LRE 
overall 11.26013 

 
2.098298 7.218192 14.93125 n =     150 

0.43726 2.276449 
between 2.157372 8.538611 13.69299 N =       6 



within .7058878 9.660351 13.08155 T =      25 
         

LFEX 

overall 

13.81408 

1.145256 11.30679 15.47179 n =     150 

0.49793 2.953303 between 1.048012 12.03454 14.61376 N =       6 
within .6246542 11.92081 14.9399 T =      25 

 

Table 5 Descriptive statistics (Importers) 

Variable  Mean Std. dev. Min Max Observations Skewness Kurtosis 

LY 

overall 

10.06866 

1.457939 6.920378 11.50553 N =     8 

-0.89057 2.358643 between 1.472981 7.759378 11.21758 n =       200 
within .4664591 8.60566 11.44883 T =      25 

         

LK 
overall 

8.697332 
1.279556 5.539546 10.08936 N =     8 

-0.9924 2.796266 between 1.278114 6.543146 9.79954 n =       200 

within .4479988 7.396672 9.822484 T =      25 

         

LRE 

overall 

12.33628 

1.916928 7.727256 15.44008 N =     8 

-0.60827 1.999349 between 1.498544 10.41842 13.87329 n =       200 

within 1.303766 9.458285 15.67834 T =      25 
         

LFIM 

overall 

13.18514 

1.469771 8.315589 15.13079 N =     8 

-0.32659 2.601841 between 1.297575 11.01105 14.16401 n =       200 
within .8243695 10.48969 14.90617 T =      25 

 

Observing descriptive statistics for both datasets, we can notice that the distribution of 

variables’ values seems to configure a slightly high-pitched curve because all kurtosis values 

are above 1.9 and it illustrates the narrowness of data spread due to logarithmic effect. All data 

distributions are skewed, which makes sense for panel data that consists of time series of 

different economies.  

The lowest LY recorded is 6.93 in 1998 for Indonesia (exporter) and 6.92 in 1995 for India 

(importer). The highest LY is 11.76 in 2013 for Australia (exporter), and 11.50 in 2012 for 

Japan. Viewing renewables consumption, we can observe a large difference between minimum 

and maximum values for both datasets. This difference may relate to the fact that renewables’ 

costs dramatically become lower after the year 2007, therefore their adoption has risen steeply 

and reached levels much higher than 1990’s levels. The change in fossil fuels exports is 

relatively small comparable to the other variables. While the fossil fuels imports change is 

slightly higher, this indicates that how the economic growth of net-importing countries is more 

related to more fossil fuels imports. The previous statistics give us an indication of the 

prospected relation between all variables and how they are positively connected to the 

economic growth in both groups of countries. 

 

3.2   Methodology 
 

The use of panel data has advantages that motivate researchers to adopt it. Firstly, the panel 

data analysis provides more information by combining the time series and cross-sectional 

dimensions. Secondly, this analysis not only reduces multi-collinearity among the independent 



variables but also increases the degrees of freedom, which in turn leads to more efficient 

estimated results. Thirdly, it controls the individual heterogeneity, and finally, it identifies the 

effects that cannot be detected in the time-series or cross-sectional analysis (Hasanov et al., 

2017), (Rahman & Velayutham, 2020).  

The datasets of this study have the following properties. Exporters’ dataset has six panels 

(countries) (N = 6), the number of years is twenty-five (T = 25), the dataset is strongly balanced 

with 150 observations (n = 150). Importers’ dataset has eight panels (N = 8), the number of 

years is twenty-five (T = 25), the dataset is strongly balanced with 200 observations (n = 200).  

In existing literature, we found that 27 studies included datasets with moderate-large T and 

small N where (N < T), 19 of these studies included a number of observations similar to this 

study (100 < n < 400). Implementing methodologies which have been tested on similar data 

structures gives our study more accuracy and precision to avoid spurious estimations. 

Reviewing related studies and examining the characteristics of this research, a specific 

sequence of methods has been applied. The planned procedure has been verified to be 

statistically valid and implemented in six stages. Firstly, examining the presence of cross-

sectional dependence between panels (countries) in each dataset (exporters & importers). 

Secondly, testing slope coefficients heterogeneity from panel to panel. Thirdly, applying three 

types of 2nd generation unit root tests to inspect the stationary status of each variable in both 

datasets. Fourthly, investigating the co-integration relations between variables using 2nd 

generation test followed by a robustness check using Kao test. Fifthly, estimating the two 

models using Fully Modified Least Squares technique (FMOLS). Finally, implementing 

Dumitrescu & Hurlin (2012) panel Granger non-causality1 test to uncover the casual directions 

between the variables. 

 

3.2.1     Cross-sectional Dependence and Slope Heterogeneity Tests 
 

In the present interconnected and open world economy, panel causality analysis must take into 

consideration two important matters: cross-section dependence and slope heterogeneity.  

Firstly, Countries have been experiencing a growing economic and financial integration with 

financial institutions. Given this integration, panel data literature has concluded that panel 

datasets are likely to exhibit considerable cross-sectional dependence, which may arise due to 

the presence of collective shocks, as well as unobserved components that basically form part 

of the error term. When cross-sectional dependence is found, the traditional panel unit root and 

                                                 
1 We call it non-causality as literature did, because the null hypothesis is the non-causality between the variables 



cointegration tests (1st generation) may result in large empirical size distortions and thus fail to 

evaluate clearly the integration and long-run relations between the variables (Chang et al., 

2015). Secondly, concerning slope heterogeneity, when dealing with panel data methodologies,  

we should consider the variations across slopes (Betas) in each cross-section (country). Tests 

and methods that consider this issue should be applied to avoid biased estimations. 

As suggested by Pesaran (2021) for small N sizes (N < 10), Breusch & Pagan (1980) Lagrange 

Multiplier (LM) test is suitable. Our datasets parameters are applicable (N = 6 , N = 8). The 

LM test used to assess the cross-sectional dependence. The LM test is shown in Eq. 6.  

  

                                                  𝐿𝑀 =  𝑇 (∑ ∑ 𝜌̂2
𝑖𝑗

𝑁
𝑗=𝑖+1

𝑁−1
𝑖=1 )                                                          (6) 

 

Where T is the panel’s time dimension, N is the panel’s cross-sectional dimension, 𝜌̂𝑖𝑗 is the 

sample estimate of the pairwise correlation of the residuals.  

Pesaran (2004) test (LMCD) and (Pesaran et al., 2008) bias-adjusted test (LMadj) are also widely 

used methods for testing cross-sectional dependence in panel datasets. We used these tests to 

check robustness of (LM) test. The null hypothesis (H0) of each test is that the panels are cross-

sectionally independent. Rejecting the null hypothesis means that the alternative hypothesis is 

valid (Ha); the presence of cross-section dependence among panels.  

The second issue considered here is to test whether or not the slope coefficients are 

homogenous. The homogeneity assumption for the parameters is not able to capture 

heterogeneity due to country specific characteristics. Swamy (1970) test is applicable to our 

datasets. Pesaran & Yamagata (2008) suggested that seemingly unrelated regression equation 

(SURE) framework developed by Zellner (1962) which is used by Swamy test is suitable for 

small N and large T. However, we used a standardized more efficient method developed by 

Pesaran & Yamagata (2008). The test has two indicators, delta  (̃) and bias-adjusted to small 

sample properties namely delta adjusted (̃𝑎𝑑𝑗). The null hypothesis of the test indicates that 

slope coefficients are homogenous (𝛽0 =  𝛽1 =  𝛽2 = ⋯ 𝛽𝑖) where (𝑖) is the cross-sectional 

unit (country). Rejecting the null hypothesis suggests that the slope coefficients are 

heterogenous (𝛽0 ≠  𝛽1 ≠  𝛽2 ≠ ⋯ 𝛽𝑖).   

 

 

 



3.2.2     Panel Unit Root Tests 
 

In order to apply co-integration tests and examine the long run relationship between the 

variables, we have to investigate the presence of unit roots in each variable. Implementing 

cointegration methods requires the stationary of variables within the same order (Pesaran, 

2007). The possible presence of cross-sectional dependence (CD) in panel data urged 

researchers to develop a 2nd generation of tests that take into account (CD). 1st generation unit 

root tests assume that cross sections within panels are independent (Burdisso & Sangiácomo, 

2016).  

We used Pesaran (2007) CIPS test which is based on the IPS test developed by Im et al. (2003). 

The transformed test takes in consideration the presence of cross-section dependence and it is  

suitable for fixed small N and moderate T dimensions. Another highly reliable test proposed 

by Breitung & Das (2005) which accounts also for (CD) has been used as a robustness check 

to CIPS. Optimal lag selection for each variable series in both tests has been facilitated by 

Akaike Information Criterion (AIC). Selecting the suitable lag for unit root tests reduces 

incorrect specifications bias (Akaike et al., 1998).  CIPS test is expressed in Eq. (7)  

 

                                                         𝐶𝐼𝑃𝑆 =
1

𝑁
∑ 𝐶𝐴𝐷𝐹𝑖

𝑁
𝑖=1                                                    (7) 

 

Where N is the total number of cross sections, i is the order of each cross section, and CADF 

is the t-statistics that are obtained from each cross-section regression.  

Considering group-wise heteroscedasticity, we used Herwartz & Siedenburg (2008) test which 

has been developed taking into account overcoming this issue. It is also used as an additional 

robustness check for previous tests. For testing panel heteroscedasticity, Following Greene 

(2000), we implemented Modified Wald statistic in a fixed effect model. 

The null hypothesis of all tests is the presence of unit root, rejecting the null hypothesis 

confirms that the variable is stationary. Taking the first or second difference might be necessary 

to construct the variables’ series stationary of order one I(1) or order two I(2).  

The execution of co-integration tests can be carried out de-biased if the variables are stationary 

at the same level, e.g., 1st difference or 2nd difference.  

 

3.2.3     Co-integration relationship Tests 
 



The notion of co-integration was first presented by Granger (1981) and developed further by Engle 

& Granger (1987), Phillips & Ouliaris (1990) and Johansen (1991). The fundamental idea of co-

integration is that if two or more time series variables are individually integrated of order n, then 

there is a possibility of at least one linear combination of them to be integrated of a lower order 

such that 𝑛̃ < n. Such a relationship between the variables infers cointegration. Cointegrated 

variables reveal strong steady‐state relationship over the long term, having mutual trends and co‐

movements. The theory of cointegration affirms that there are linear combinations of integrated 

variables that cancel out common stochastic trends. This occurrence gives rise to equilibrium 

relationships among integrated variables, which means that in the long run these variables show 

co-movement with each other. 

In this study, two co-integration tests have been used, the first test is based on Pedroni (1999, 

2004) papers. The test includes seven subtests namely, v-panel, rho-panel, t-panel, adf-panel, 

rho-group, t-group, and adf-group. The tests consider dynamic panels in which both the short-

run dynamics and the long-run slope coefficients are permitted to be heterogeneous across 

individual members of the panel. The tests also allow for individual heterogeneous fixed effects 

and trend terms. Eq. (8) displays the regression used to run the tests. 

 

                                                   𝑦𝑖𝑡 = 𝛼𝑖 + 𝛿𝑖𝑡 +  ∑ 𝛽𝑖𝑗𝑥𝑗𝑖,𝑡
𝑀
𝑗=1 +  𝜖𝑖𝑡                                    (8) 

 

For a time series panel of observables 𝑦𝑖𝑡 and 𝑥𝑖𝑡 for members i = 1,….N over time periods t = 

1,….T. Where 𝑥𝑖𝑡  is an M-dimensional column vector for each member i and 𝛽𝑖𝑗 is an M-

dimensional row vector for each member i. The variables 𝑦𝑖𝑡 and 𝑥𝑖𝑡 are assumed to be 

integrated of order one, denoted I(1) for each member i of the panel, and under the null of no 

cointegration the residual 𝜖𝑖𝑡 will also be I(1). The parameters 𝛼𝑖 and 𝛿𝑖 allow for the possibility 

of member specific fixed effects and deterministic trends, respectively. The slope coefficients 

𝛽𝑖𝑗 are also permitted to vary by individual, so that in general the cointegrating vectors may be 

heterogeneous across members of the panel. 

The second test is (Kao, 1999) co-integration test which is commonly used in literature as a 

supporting test for Pedroni tests’ indecisive results (Rahman & Velayutham, 2020), (Maji et 

al., 2019), (Rasoulinezhad & Saboori, 2018). The two tests assess two hypotheses, the null 

hypothesis of no co-integration between variables, and the alternative hypothesis which 

suggests that there is a long run relationship between variables. 

3.2.4     Estimation Method and Causality Test 
 



Most of notable studies in the field have applied Fully Modified Least Squares (FMOLS). The 

method was developed by Pedroni (2000) as an estimation method for panel models. It is 

appropriate to implement this estimation if co-integration relationships are verified. FMOLS is 

widely used due to its ability to correct endogeneity bias, serial correlation, and simultaneous 

bias (Hamit-Haggar, 2012), (Ozcan, 2013), (Kasman & Duman, 2015). The regression 

equation of FMOLS is given in Eq. (9)  

                                          

                                                       𝑦𝑖𝑡 =  𝛼𝑖 + 𝛾𝑖𝑡 + 𝛽𝑖𝑥𝑖𝑡 +  𝜖𝑖𝑡                                                   (9) 

 

Where 𝑦𝑖𝑡 is the dependent variable, 𝛼𝑖 is the intercept, 𝛽𝑖 is the slope coefficient, 𝑥𝑖𝑡 is the 

explanatory variable, 𝛾𝑖 the coefficient of trend term, and 𝜖𝑖𝑡 is the error term. 

Even though the coefficients obtained from the FMOLS specify the long-run relationship 

between variables, they are incapable to convey information about the causality direction 

between variables. The study uses a Granger non-causality test proposed by Dumitrescu & 

Hurlin (2012) to reveal causality relationships. The test can be performed when the time 

dimension (T) is higher or lower than the cross-section dimension (N) {(T > N) or (T < N)}. 

This test is based on Wald statistics and Monte-Carlo Simulations, which are statistically valid 

when the sample is small, and there exists cross-sectional dependence (Dogan & Seker, 2016), 

(Koçak & Şarkgüneşi, 2017). The test’s null hypothesis suggests that the independent variable 

does not Granger-cause the dependent variable. Rejecting the null hypothesis implies that the 

independent variable does Granger-cause the dependent variable. We might use bootstrap 

procedure within the test if the panels are strongly cross-sectional dependent (Lopez & Weber, 

2017).  

 

3.3 Empirical Results 
 

In this section, we will perform the previous tests and analyze the obtained results to reveal the 

relationships between the variables. We will be able to understand the connections between 

variables in each dataset so that we can present useful and factual policy recommendations. All 

statistical methods were applied using STATA 17.0 with 20-Oct-21 updates. 

 

3.3.1   Cross-section Dependence and Slope Homogeneity  
 



The first step in the econometrics analysis is to perform the cross-sectional dependence tests 

and slope homogeneity (SH) tests. Table 6 report the results of the proposed CD and SH tests 

for Exporters and Importers respectively.   

         

Table 6 CD & SH results 

Country Type Test Test-Statistic p-value 

Exporters 

LM 15.79 0.3962 

LM adj -.4597 0.6457 

LM CD 1.021 0.3071 

̃ 6.259 0.0000*** 

̃𝒂𝒅𝒋 6.998 0.0000*** 

Importers 

LM 90.11 0.0000*** 

LM adj 19.1 0.0000*** 

LM CD 3.481 0.0005*** 

̃ 11.140 0.0000*** 

̃𝒂𝒅𝒋 12.455 0.0000*** 

     Note    *      reject H0  at 10% significance level. 

**    reject H0  at 5% significance level. 
***  reject H0  at 1% significance level. 

 

Table 6 clearly state that exporters series are cross-sectionally independent. P-values of the 

three tests accept the null hypothesis of no cross-section dependence among panels. It means 

that shocks in the global market may not spill over evenly on the selected exporters’ economies. 

On the contrary, Importers’ part of Table 6 reports the presence of cross-section dependence 

in importers’ economies. The eight countries included in this study seem to be affected 

mutually by global shocks, as a result, their economies respond relatedly. All p-values reject 

the null hypothesis of cross-sectional independence within the 1% significance level. The 

existence of CD in one dataset and its absence in the other drives the study to adopt 

methodologies that accounts for CD; Using unit root tests and cointegration tests that consider 

CD in both models is applicable and statistically valid.   

From Table 6 also, we can observe that p-values of ̃ and ̃𝑎𝑑𝑗 strongly reject the null 

hypothesis of homogenous slope coefficients in both groups. Thus, slope coefficients in both 

datasets are heterogenous and the issue will be considered in following tests. 

 

3.3.2   Unit Root Tests 
 

The application of 2nd generation unit root tests should be implemented in importers dataset 

due to the presence of CD. Despite the fact that exporter’s dataset doesn’t have CD, 2nd 

generation unit root tests are applicable and statistically valid (Pesaran, 2007). We employed 



three unit-root tests on both datasets, namely, CIPS, Breitung, and Herwartz tests. The options 

of running the tests with trend and intercept are available, but most of literature in this field 

have used the first difference as a second option to overcome the different outcomes when 

running intercept or trend with the regression. Before running the tests, we applied panel 

heteroscedasticity test for both models to confirm the requisite for Herwartz unit root test, and 

we used AIC to identify the optimal lags for CIPS and Breitung tests. Table 7 reports the 

existience of panel heterescedastcity, and reject the null hypothesis of homoscedasticty. As a 

result it affirms the necessity to use Herwartz test as a supporting unit root test. Unit root tests’ 

results are reported in Table 8 for exporters and importers variables respectively.  

  

                                    Table 7 Modified Wald test for groupwise heteroskedasticity 

Indicator / Dataset Exporters Importers 

chi2 (8) 640.15 178.02 

Prob>chi2 0.0000 0.0000 

 

Table 8 Unit root tests results 

Variable/Test CIPS Breitung Herwartz CIPS (1st diff.) Breitung (1st diff.) Herwartz (1st diff.) 

Exporters  

LY -2.149 
1.0107 

(0.8439) 

1.0551       

(0.8543) 
-4.157*** 

-5.9099 

(0.0000)*** 

-1.8253  

    (0.0351)** 

LK -2.672*** 
0.8024 

(0.7888) 

-0.0583       

(0.4767) 
-3.996*** 

-4.1879 

(0.0000)*** 

-1.4337  

(0.0762)* 

LRE -1.084 
4.9551 

(1.0000) 

1.6871       

(0.9542) 
-3.528*** 

-5.3505 

(0.0000)*** 

-2.0565  

     (0.0199)** 

LFEX -2.478** 
0.3869 

(0.4729) 
-0.3355       
(0.3686) 

-3.958*** 
-4.7784 

(0.0000)*** 
-2.3246 

(0.0100)*** 

Importers  

LY -3.029*** 
3.9345        

(1.0000) 
0.4698       

(0.6808) 
-3.962*** 

-3.5216 
(0.0000)*** 

-1.8321       
(0.0335)** 

LK -1.983 
3.0731        

(0.9989) 

0.1554       

(0.5618) 
-3.697*** 

-4.2581 

(0.0000)*** 

-2.2158       

(0.01347)** 

LRE -1.988 
8.2971        

(1.0000) 

3.3903       

(0.9997) 
-3.600*** 

-3.1853 

(0.0005)*** 

-2.9739       

(0.00124)*** 

LFIM -1.552 
0.7794        

(0.7821) 
0.3045       

(0.6196) 
-5.406*** 

-4.4739 
(0.0000)*** 

-2.7592       
(0.00197)*** 

Note:   For CIPS test, critical values are -2.25 (5% level) and -2.51 (1% level). 

            For the other tests p-values are in parentheses. 

             *       reject H0  at 10% significance level.              

                    **     reject H0  at 5% significance level. 

           ***   reject H0  at 1% significance level. 

 

Reviewing Table 8, exporters’ CIPS test reports that LY, LRE, and LFEX have unit roots, 

while LK is stationary. All variables are stationary at first difference, rejecting the null 

hypothesis of unit root existence. Breitung test confirms the existence of unit roots in all 

variables at levels, while rejecting the null hypothesis at first difference. Herwartz test also 

confirms that there are unit roots in all variables and states that they are all stationary at first 

difference. Taking collective observation for all tests, we can safely conclude that all exporters’ 

variables are stationary at first difference and integrated of order one I(1).  



Importers’ dataset appears to be the same, CIPS test is stationary at levels only in LY, while 

other variables have unit roots. At first difference, all variables are stationary. Other tests 

confirm that all variables have unit roots at levels and stationery at first difference. Given all 

results, we can assuredly conclude that variables are stationary at first difference and integrated 

in order one I(1).   

 

3.3.3   Co-integration Relationship Tests 
 

After having confirmed that all series are integrated in the same order, the next step in our 

analysis is to examine the long run association between the selected variables. Pedroni & Kao 

tests have been conducted and reported in Table 9. The option of lag-select is automatically 

selected by Stata 17.0. The option of trend is not included following the literature in this 

procedure (Apergis & Payne, 2011a), (Ucan et al., 2014b), (Koçak & Şarkgüneşi, 2017), 

(Alvarado et al., 2019), and (Maji et al., 2019).   

   

   

Table 9 Co-integration tests results 

          

 

               

                      

 

 

 
                                

                                 
 

 

 

 

 

            
 

             
         Note:       *      reject H0  at 10% significance level.   

       **    reject H0  at 5% significance level. 

       ***  reject H0  at 1% significance level. 

 

Viewing Table 9, seven subtests of Pedroni test have been reported, four of them reject the null 

of no co-integration among variables. Kao results reject the null of no co-integration for all out 

the sub-tests reported. A total of twelve tests have been listed, nine of them confirm that there 

is a co-integration relationship between the series of selected variables at least at the 10% level 

of significance, six of them at the 1% level. Despite the insignificance of three tests, following 

literature, we conclude that there is a long run association across exporters’ variables. 

Co-integration Tests Exporters Importers 

   

Pedroni Tests Stat. P-value Stat. P-value 

Panel-v Statistic -0.662 0.74601 0.8006 0.21168 

Panel-rho Statistic 0.6512 0.25745 1.839 0.03025** 

Panel-t PP Statistic 1.334 0.091102* 1.877 0.0302** 

Panel-adf Statistic 2.266 0.0039** 1.649 0.04957** 

Group-rho Statistic 1.526 0.033504** 2.805  0.00251*** 

Group-t PP Statistic -0.9668 0.83317 1.668  0.0476** 

Group-adf Statistic 2.999 0.0013*** 0.4997  0.30864 

Kao Tests Stat. P-value Stat. P-value 

Modified Dickey–Fuller t -2.6722 0.0038*** -4.1845 0.0000*** 

Dickey–Fuller t -2.2466 0.00959*** -3.0727 0.0011*** 

Augmented Dickey–Fuller t -1.9390 0.0263** -3.1708 0.0008*** 

Unadjusted modified Dickey–Fuller t -2.6700 0.0038*** -4.0496 0.0000*** 

Unadjusted Dickey–Fuller t -2.1459 0.0159** -3.0355 0.0012*** 



Importers’ dataset exhibits stronger evidence of long run co-integration between variables. Ten 

tests rejected the null hypothesis at the 5% level of significance. Moreover, six tests rejected 

the null of no co-integration at the 1% level of significance. A long-run relationship between 

importers’ variables is confirmed.   

 

3.3.4   Model Estimation & Causality Test 
 

In this section we will finalize econometric procedure to find the anticipated results and reveal 

the long run coefficients of studied variables. We will also uncover the directions of causality 

links between each pair of variables. 

 

3.3.4.1     FMOLS Estimation 
 

Given that variables are integrated of order one I(1) in the long run, we employed FMOLS to 

estimate the long run coefficients of the variables. Table 10 reports the results of FMOLS for 

exporters and importers datasets respectively. Variables’ conversion to logarithmic form 

allows us to explain coefficients as elasticities.   

 

                              Table 10 Panel FMOLS estimation results (LY as the dependent variable) 

Independent Variables Coefficients t-statistics p-values 

Exporters  

LK 0.77 139.90 0.0000*** 

LRE 0.08 19.07 0.0000*** 

LFEX 0.07 19.31 0.0000*** 

Importers  

LK   0.62 93.16 0.0000*** 

LRE   0.10 49.99 0.0000*** 

LFIM   0.04 19.41 0.0000*** 

 

Note:         *      statistically significant at the 10% level.   
**    statistically significant at the 5% level. 

***  statistically significant at the 1% level.  

 

Inspecting results of exporters’ model, we found that per labor Net Gross Capital Formation, 

per labor Renewable Electricity Consumption, and per labor Fossil Fuels Exports have positive 

long run effects on economic growth. The coefficients are statistically significant at the 1% 

level. Observing importers’ results, we found similar outcomes, all variables have positive long 

run effects on economic growth.  

The estimation of exporters model reveals that a 1% increase in gross capital formation has led 

to a 0.77% increase in GDP per capita. A 1% increase in renewable electricity consumption 



and fossil fuels imports has driven the GDP per capita to increase by 0.08% and 0.07% 

respectively. Importers’ model estimation uncovers that a 1% increase in gross capital 

formation is associated with a 0.62% increase in GDP per labor. Regarding renewable 

electricity consumption, a 1% rise in RE positively changes GDP per labor by 0.10%. Each 1% 

increase of Fossil fuels’ imports drove GDP per labor by a 0.04% higher.  

Given the estimated coefficients, there is a highly correlated long run relationship between 

capital formation and economic growth in both models. The change in capital formation is 

accompanied with over 60% of the change occurs in GDP. Renewables appear to impact or be 

impacted by economic growth in importers slightly higher than exporters. It confirms our 

observations; Exporters tend to use their reserves rather than investing in renewables, thus we 

found low RE coefficient within GDP model. On the other hand, importers are more motivated 

to find alternatives and reduce dependence on fossil fuels imports. Therefore, their long run 

investment in renewables led to slightly more RE, and since energy in general affect economic 

growth, the more the share of RE the more it appears to interact with the economy. Considering 

fossil fuels trade in both models, exports seem to affect economic growth in net-exporting 

economies two times the impact of imports in net-importing economies. Despite that, both 

coefficients in both models are relatively small.  

 

3.3.4.2     Panel Causality Test 
 

The application of Dumitrescu & Hurlin (2012) panel non-causality test is implemented to find 

the casual relationships between variables. previous tests and methods were necessary to verify 

the relational correlation among variables and assure the validity of using the causality test. 

We should note that we applied the test within a bootstrap procedure with 750 replications for 

importers dataset due to the existence of strong CD. Table 11 reports results of casual links 

across variables pairs. We should also note that the test has been conducted on variables pairs 

that serve the research purpose rather than examining all possible combinations. We selected 

𝒁̃ as the indicator-statistic which fits our datasets conditions of fixed T > 5 + 3K where K is 

the lag order (Lopez & Weber, 2017).  

 

         Table 11 Results of Panel Causality Test  

Direction of Causality Lag a 𝒁̃ Stat. P-value 

Exporters  

LK  LY 6 3.6830 0.0002*** 

LRE  LY 1 3.9528 0.0001*** 
LFEX  LY 2 3.2123 0.0013*** 

LY  LK 1 0.8695 0.3846 



LY  LRE 6 6.3323 0.0000*** 
LY  LFEX 4 3.8531 0.0001*** 

LRE  LFEX 6 1.2475 0.2122 

LFEX  LRE 4 -1.1168 0.2641 

Importers  

LK  LY 1 13.9172 0.0000*** 

LRE  LY 1 7.1133 0.0000*** 
LFIM  LY 6 2.9253 0.0450** 

LY  LK 1 1.9896 0.0700* 

LY  LRE 1 12.9910 0.0000*** 
LY  LFIM 1 1.5306 0.1259 

LRE  LFIM 2 -0.4019 0.6878 

LFIM  LRE 1 9.2568 0.0000*** 

          Note: *       reject H0  at 10% significance level.   

                                             **     reject H0  at 5% significance level. 

              ***  reject H0  at 1% significance level. 
       a      Optimal lag has been selected using Bayes Information Criterion (BIC). 

 

 

Causality test uncovers five significant casual links among exporters variables. Capital 

formation, fossil fuels exports and renewable electricity consumption do Granger-cause 

economic growth at the 1% level of significance. Whilst economic growth does Granger-cause 

renewable energy and fossil-fuels exports at the 1% level of significance. Results from 

importers reveal six significant casual links. Capital formation, renewable energy, and fossil 

fuels imports do Granger-cause economic growth at the 1% and 5% levels of significance. 

Also, economic growth does Granger-cause capital formation and renewable electricity 

consumption at the 10% and 1% levels respectively. Fossil fuels imports do Granger-cause 

renewables consumption at the 1% significance level.  

In exporting countries, renewables appear to have a unidirectional casual effect on economic 

growth supporting the feedback hypothesis. it implies that renewables promoting policies can 

be rewarding to the economy and economic growth promotion will lead to more renewables 

consumption. Fossil fuels exports have a bi-directional causal relationship with economic 

growth. Fossil fuels exports affect economic growth in fuels-exporting economies because a 

huge part of income comes from fuels exports. In addition, economic growth seems to cause 

more exports too, encouraging the industry activities to continue. 

Results from importing countries exhibit almost similar behavior, economic growth has a bi-

directional causal impact with renewables consumption, supporting the feedback hypothesis. 

It infers that the economic growth is leading to more renewables adoption and vice versa in 

importing countries. There is also a bi-directional casual effect between capital formation and 

economic growth. Given that six out the eight importing countries are industrial highly 

developed economies, efficient accumulation of capital appears to be a good instrument to 

boost the economy. The causal link found from fossil fuels imports to renewables consumption 

may represent the state of urgency that importing countries identify to replace fuels imports 

with sustainable alternatives. The unidirectional impact of imports on economic growth is 



significant given that these imports are used to produce valued goods and services and therefore 

increase economic growth. 

 

4 Conclusion 
 

4.1 Discussion 
 

Governments around the globe recognize the importance of energy stability within their 

countries. Therefore, they take the necessary actions to ensure the availability of its resources. 

However, pollution, global warming, political conflicts and economic recessions might disturb 

the quality and quantity of the energy provided. These factors also impact living standards and 

environment ecosystems. Given that 80% of world’s energy comes from fossil-fuels and that 

they are  the major CO2-emitting source globally; Fossil-fuels trade largely affects the world 

economies. Countries with high dependence on these fuels are under increasing pressure 

caused by climate-change international commitments, price shocks, and supply chain 

disruptions. Shifting to sustainable renewable energy sources sounds the best path to take. 

However, multiple barriers could prevent a suitable execution; Ignoring these factors and take 

impulsive decisions would probably produce undesirable results.  

The study provides a sort of comprehension of the interrelations between previous factors. The 

study used panel data methodologies and analysis to uncover the relationship between 

renewable energy consumption and economic growth in fossil-fuels-dependent economies over 

the period 1995-2019. A set of six exporting countries and eight importing countries were 

included. The study applied multiple consecutive tests to ensure that each method is validated. 

Cross-section dependence test, slope heterogeneity test, panel heteroscedasticity test, unit root 

tests, and co-integration tests were implemented to select the suitable estimation technique and 

causality test.  

The findings from exporters show that 1% increase in LRE drives the economic growth by 

0.08%. Significant elasticities of LK and LFEX with respect to LY are 0.77 and 0.07 

respectively. The significance of capital factor illustrates the huge impact of capital formation 

on economic growth, and how the accumulation capital can lead to a release of liquidity in the 

future and might also open up new economic activities. These effects are commonly visible in 

macroeconomic analysis and the capital formation is sought to be one of the major factors that 

affects the economic growth. In this model, the renewable energy variable comes second in 

terms of impact magnitude. The 0.08% change in economic growth seems modest, but taking 



in consideration that renewables are also still not fully adopted raises a flag. We can conclude 

that even the small share of renewables is affecting the economy in a significant degree. Fossil 

fuels exports’ variable is a primary characteristic of the model and the magnitude of change 

that apply on the economy is significant. 

Regarding causality links, LFEX have a bi-directional causality with LY. And LRE has also a 

bidirectional causal link with LY supporting the feedback hypothesis. These results confirm 

the FMOLS model results with more elaboration on the type of the relationship between the 

variables. Economic growth seems to be benefited from fossil fuels exports and the more the 

growth the more these countries are exporting fuels. Renewables and economic growth also 

have the same relationship with a little higher magnitude of impact.  

The findings from importers show that 1% rise in LRE increases LY by 0.1%. Significant 

elasticities of LK and LFIM with respect to LY are 0.62 and 0.04 respectively. Capital 

formation coefficient in this model asserts the same statement from exporters model that capital 

accumulation has a huge share in the economic growth. Renewables seems to have a slightly 

greater impact on the economy for importing countries than exporting countries. Fossil fuels 

imports have less impact on the economy in importers than the impact of fuels exports in 

exporters, but it is still statistically significant. 

Regarding causality connections, LK and LY have a bi-directional causality relationship. LFIM 

has a unidirectional causal link to LRE and LY. Economic growth (LY) also has a bidirectional 

casual impact on LRE supporting the feedback hypothesis. The impact of renewables appears 

to be the same in both groups of countries supporting the interchanging relationship with 

economic growth. Regarding LK in importers, the capital formation affects the economy in 

both directions. It means the interaction of the economic activities with capital formation is 

from LK to LY and vice versa. While the impact of fossil fuels imports is with one direction 

towards economic growth, there is also another impact from imports on the renewables.  

 

4.2 Policy Recommendations 
 

Similar studies usually aim to suggest policies that supposedly will improve the economic 

performance. For most countries, the appropriate policy to adopt needs continuous feedback to 

adjust accordingly. Doing research about the impact of RE on GDP should be frequent and 

accumulative to be beneficial and definitive. Our results indicate specific policy 

recommendations for the studied groups.  



Exporters appear to benefit from the relatively slow increase of renewables and the economic 

growth has also an impact on this increase. The economic growth that is driven by renewables 

should be exploited and increasingly amplified because it is not going to harm the replacement 

of fossil fuels consumption. The long-run future of fossil-fuels is ambiguous; Therefore, part 

of the economic gain from fuels exports is recommended to be dedicated for renewables 

investments to protect exporting countries from any fossil fuels progressive decline. 

Proportionate and continuous investments in renewables can accumulate to form a large 

percentage of total electricity consumption. This will increase available fossil-fuels reserves 

which are usually used to generate electric power in traditional power plants, and so it would 

strengthen trade position of exporters. Global fossil-fuels consumption is not going to decline 

in the medium run, but market stability is questionable. Diversification of economic activities 

is a must for exporters, price shocks could last longer than predicted and this will bring 

rescissions which can be mitigated by exploiting exports surplus in different economic 

activities.  

Importing countries appear to take better track with increasing renewables shares. Economic 

growth is the driver for this increase but the results also showed that renewables have a positive 

impact on the economy. This interchanging relationship indicates the rising importance of 

renewables on all economic activities. Taking advantage of the acceptable economic growth, 

it is recommended to increase renewables investments to reach sustainability goals and achieve 

energy security and independence in the long run. More investments in renewables will lead to 

more energy security and will not harm the economy as feared by fossil fuels advocates. 

Concerning fossil fuels imports, the imports coefficient is small and but the causality is 

significant. Therefore, this asserts the previous recommendation that a robust switch to 

renewables will not harm the economy, and the national measures that aim to replace fossil 

fuels are highly recommended.   

 

 

 

 

 

 

 

 

 

 

 

 



5 References 
 

[1] Akaike, H., Parzen, E., Tanabe, K., & Kitagawa, G. (1998). Selected papers of Hirotugu 
Akaike. Springer. 

[2] Almuhisen, M., & Gökçekuş, H. (2018). CLIMATE CHANGE IMPACT ON ECONOMY. 
International Journal of Scientific & Engineering Research, 9(6), 10. 

[3] Al-mulali, U., Fereidouni, H. G., & Lee, J. Y. M. (2014). Electricity consumption from 
renewable and non-renewable sources and economic growth: Evidence from Latin 
American countries. Renewable and Sustainable Energy Reviews, 30, 290–298. 
https://doi.org/10.1016/j.rser.2013.10.006 

[4] Al-mulali, U., Fereidouni, H. G., Lee, J. Y., & Sab, C. N. B. C. (2013). Examining the bi-
directional long run relationship between renewable energy consumption and GDP 
growth. Renewable and Sustainable Energy Reviews, 22, 209–222. 
https://doi.org/10.1016/j.rser.2013.02.005 

[5] Alper, A., & Oguz, O. (2016). The role of renewable energy consumption in economic 
growth: Evidence from asymmetric causality. Renewable and Sustainable Energy 
Reviews, 60, 953–959. https://doi.org/10.1016/j.rser.2016.01.123 

[6] Alvarado, R., Ponce, P., Alvarado, R., Ponce, K., Huachizaca, V., & Toledo, E. (2019). 
Sustainable and non-sustainable energy and output in Latin America: A cointegration 
and causality approach with panel data. Energy Strategy Reviews, 26, 100369. 
https://doi.org/10.1016/j.esr.2019.100369 

[7] Amri, F. (2017a). Intercourse across economic growth, trade and renewable energy 
consumption in developing and developed countries. Renewable and Sustainable 
Energy Reviews, 69, 527–534. https://doi.org/10.1016/j.rser.2016.11.230 

[8] Amri, F. (2017b). The relationship amongst energy consumption (renewable and 
non-renewable), and GDP in Algeria. Renewable and Sustainable Energy Reviews, 76, 
62–71. https://doi.org/10.1016/j.rser.2017.03.029 

[9] Apergis, N., & Payne, J. E. (2010a). Renewable energy consumption and economic 
growth: Evidence from a panel of OECD countries. Energy Policy, 38(1), 656–660. 
https://doi.org/10.1016/j.enpol.2009.09.002 

[10] Apergis, N., & Payne, J. E. (2010b). Renewable energy consumption and 
growth in Eurasia. Energy Economics, 32(6), 1392–1397. 
https://doi.org/10.1016/j.eneco.2010.06.001 

[11] Apergis, N., & Payne, J. E. (2011a). The renewable energy consumption–
growth nexus in Central America. Applied Energy, 88(1), 343–347. 
https://doi.org/10.1016/j.apenergy.2010.07.013 

[12] Apergis, N., & Payne, J. E. (2011b). Renewable and non-renewable electricity 
consumption–growth nexus: Evidence from emerging market economies. Applied 
Energy, 88(12), 5226–5230. https://doi.org/10.1016/j.apenergy.2011.06.041 

[13] Apergis, N., & Payne, J. E. (2012). Renewable and non-renewable energy 
consumption-growth nexus: Evidence from a panel error correction model. Energy 
Economics, 34(3), 733–738. https://doi.org/10.1016/j.eneco.2011.04.007 

[14] Apergis, N., Payne, J. E., Menyah, K., & Wolde-Rufael, Y. (2010). On the causal 
dynamics between emissions, nuclear energy, renewable energy, and economic 
growth. Ecological Economics, 69(11), 2255–2260. 
https://doi.org/10.1016/j.ecolecon.2010.06.014 



[15] Aydin, M. (2019). Renewable and non-renewable electricity consumption–
economic growth nexus: Evidence from OECD countries. Renewable Energy, 136, 
599–606. https://doi.org/10.1016/j.renene.2019.01.008 

[16] Azam, A., Rafiq, M., Shafique, M., Zhang, H., Ateeq, M., & Yuan, J. (2021). 
Analyzing the relationship between economic growth and electricity consumption 
from renewable and non-renewable sources: Fresh evidence from newly 
industrialized countries. Sustainable Energy Technologies and Assessments, 44, 
100991. https://doi.org/10.1016/j.seta.2021.100991 

[17] Azlina, A. A., Law, S. H., & Nik Mustapha, N. H. (2014). Dynamic linkages 
among transport energy consumption, income and CO2 emission in Malaysia. Energy 
Policy, 73, 598–606. https://doi.org/10.1016/j.enpol.2014.05.046 

[18] Baláž, P., Zábojník, S., & Hričovský, M. (2020). EU fossil fuel imports and 
changes after Ukrainian crisis. SHS Web of Conferences, 74, 05005. 
https://doi.org/10.1051/shsconf/20207405005 

[19] Bao, C., & Xu, M. (2019). Cause and effect of renewable energy consumption 
on urbanization and economic growth in China’s provinces and regions. Journal of 
Cleaner Production, 231, 483–493. https://doi.org/10.1016/j.jclepro.2019.05.191 

[20] Bildirici, M. E., & Özaksoy, F. (2013). The relationship between economic 
growth and biomass energy consumption in some European countries. Journal of 
Renewable and Sustainable Energy, 5(2), 023141. 
https://doi.org/10.1063/1.4802944 

[21] Bilgili, F. (2015). Business cycle co-movements between renewables 
consumption and industrial production: A continuous wavelet coherence approach. 
Renewable and Sustainable Energy Reviews, 52, 325–332. 
https://doi.org/10.1016/j.rser.2015.07.116 

[22] Bowden, N., & Payne, J. E. (2010). Sectoral Analysis of the Causal Relationship 
Between Renewable and Non-Renewable Energy Consumption and Real Output in 
the US. Energy Sources, Part B: Economics, Planning, and Policy, 5(4), 400–408. 
https://doi.org/10.1080/15567240802534250 

[23] Breitung, J., & Das, S. (2005). Panel unit root tests under cross-sectional 
dependence: Panel unit root tests. Statistica Neerlandica, 59(4), 414–433. 
https://doi.org/10.1111/j.1467-9574.2005.00299.x 

[24] Breusch, T. S., & Pagan, A. R. (1980). The Lagrange Multiplier Test and its 
Applications to Model Specification in Econometrics. The Review of Economic 
Studies, 47(1), 239. https://doi.org/10.2307/2297111 

[25] Brinded, L. (2016). Which European country has the highest standard of 
living? [Economic Institution]. World Economic Forum. 
https://www.weforum.org/agenda/2016/04/which-european-country-has-the-
highest-standard-of-living/ 

[26] Burdisso, T., & Sangiácomo, M. (2016). Panel Time Series: Review of the 
Methodological Evolution. The Stata Journal, 16(2), 424–442. 
https://doi.org/10.1177/1536867X1601600210 

[27] Cai, Y., Sam, C. Y., & Chang, T. (2018). Nexus between clean energy 
consumption, economic growth and CO2 emissions. Journal of Cleaner Production, 
182, 1001–1011. https://doi.org/10.1016/j.jclepro.2018.02.035 



[28] Canadian Government, N. R. (2019, October 6). Renewable-energy-facts. 
Natural Resources Canada. https://www.nrcan.gc.ca/science-and-data/data-and-
analysis/energy-data-and-analysis/energy-facts/renewable-energy-facts/20069 

[29] Canadian Hydropower Association. (2009, October 1). Resource Overview: 
Hydropower in Canada: Past, Present, and Future. Hydro Review. 
https://www.hydroreview.com/world-regions/resource-overview/ 

[30] Carbonnier, G., & Grinevald, J. (2011). Energy and Development. Revue 
Internationale de Politique de Développement, 2(2). 
https://doi.org/10.4000/poldev.724 

[31] Chang, T., Gupta, R., Inglesi-Lotz, R., Simo-Kengne, B., Smithers, D., & 
Trembling, A. (2015). Renewable energy and growth: Evidence from heterogeneous 
panel of G7 countries using Granger causality. Renewable and Sustainable Energy 
Reviews, 52, 1405–1412. https://doi.org/10.1016/j.rser.2015.08.022 

[32] Charfeddine, L., & Barkat, K. (2020). Short- and long-run asymmetric effect of 
oil prices and oil and gas revenues on the real GDP and economic diversification in 
oil-dependent economy. Energy Economics, 86, 104680. 
https://doi.org/10.1016/j.eneco.2020.104680 

[33] Cherni, A., & Essaber Jouini, S. (2017). An ARDL approach to the CO2 
emissions, renewable energy and economic growth nexus: Tunisian evidence. 
International Journal of Hydrogen Energy, 42(48), 29056–29066. 
https://doi.org/10.1016/j.ijhydene.2017.08.072 

[34] Cobb, C. W., & Douglas, P. H. (1928). A Theory of Production. The American 
Economic Review, 18(1,), 139–165. http://www.jstor.org/stable/1811556 

[35] Coren, M. J. (2021, February 11). Climate action is poised to punch a $9 
trillion hole in petrostates’ budgets. Quartz. https://qz.com/1970294/economies-
reliant-on-oil-will-lose-trillions-to-climate-action/ 

[36] Cvijović, J., Obradović, T., & Knežević, S. (2020a). A literature survey on 
relationship between renewable energy consumption and economic growth. 
Ekonomika Poljoprivrede, 67(3), 991–1010. 
https://doi.org/10.5937/ekoPolj2003991C 

[37] Cvijović, J., Obradović, T., & Knežević, S. (2020b). A literature survey on 
relationship between renewable energy consumption and economic growth. 
Ekonomika Poljoprivrede, 67(3), 991–1010. 
https://doi.org/10.5937/ekoPolj2003991C 

[38] Damooei, J., & Tavakoli, A. (2006). The Effects of Foreign Direct Investment 
and Imports on Economic Growth: A Comparative Analysis of Thailand and the 
Philippines (1970-1998). The Journal of Developing Areas, 39(2), 79–100. 
http://www.jstor.org/stable/4193005 

[39] Demirel, Y. (2012). Energy and Energy Types. In Y. Demirel, Energy (pp. 27–
70). Springer London. https://doi.org/10.1007/978-1-4471-2372-9_2 

[40] Destek, M. A. (2016). Renewable energy consumption and economic growth 
in newly industrialized countries: Evidence from asymmetric causality test. 
Renewable Energy, 95, 478–484. https://doi.org/10.1016/j.renene.2016.04.049 

[41] Destek, M. A., & Aslan, A. (2017). Renewable and non-renewable energy 
consumption and economic growth in emerging economies: Evidence from 
bootstrap panel causality. Renewable Energy, 111, 757–763. 
https://doi.org/10.1016/j.renene.2017.05.008 



[42] Dogan, E. (2015). The relationship between economic growth and electricity 
consumption from renewable and non-renewable sources: A study of Turkey. 
Renewable and Sustainable Energy Reviews, 52, 534–546. 
https://doi.org/10.1016/j.rser.2015.07.130 

[43] Dogan, E., & Seker, F. (2016). Determinants of CO2 emissions in the European 
Union: The role of renewable and non-renewable energy. Renewable Energy, 94, 
429–439. https://doi.org/10.1016/j.renene.2016.03.078 

[44] Dumitrescu, E.-I., & Hurlin, C. (2012). Testing for Granger non-causality in 
heterogeneous panels. Economic Modelling, 29(4), 1450–1460. 
https://doi.org/10.1016/j.econmod.2012.02.014 

[45] Emirmahmutoglu, F., & Kose, N. (2011). Testing for Granger causality in 
heterogeneous mixed panels. Economic Modelling, 28(3), 870–876. 
https://doi.org/10.1016/j.econmod.2010.10.018 

[46] Energy Data Explorer. (2021). [Energy Data & Information]. Our World in 
Data. https://ourworldindata.org/energy 

[47] Engle, R. F., & Granger, C. W. J. (1987). Co-Integration and Error Correction: 
Representation, Estimation, and Testing. Econometrica, 55(2), 251. 
https://doi.org/10.2307/1913236 

[48] European Commission. (2021). National renewable energy action plans 2020 
[Text]. Energy - European Commission. 
https://ec.europa.eu/energy/topics/renewable-energy/directive-targets-and-
rules/national-renewable-energy-action-plans-2020_en 

[49] Ewing, B. T., Sari, R., & Soytas, U. (2007). Disaggregate energy consumption 
and industrial output in the United States. Energy Policy, 35(2), 1274–1281. 
https://doi.org/10.1016/j.enpol.2006.03.012 

[50] Fang, Y. (2011). Economic welfare impacts from renewable energy 
consumption: The China experience. Renewable and Sustainable Energy Reviews, 
15(9), 5120–5128. https://doi.org/10.1016/j.rser.2011.07.044 

[51] Faucheux, S. (1993). The role of energy in production functions. International 
Journal of Global Energy Issues, 5(Special Issue on Energy Analysis), 12. 

[52] Feder, G. (1983). On exports and economic growth. Journal of Development 
Economics, 12(1–2), 59–73. https://doi.org/10.1016/0304-3878(83)90031-7 

[53] Flaherty, C., & Filho, W. L. (2013). Energy Security as a Subset of National 
Security. In W. Leal Filho & V. Voudouris (Eds.), Global Energy Policy and Security 
(Vol. 16, pp. 11–25). Springer London. https://doi.org/10.1007/978-1-4471-5286-6_2 

[54] Furuoka, F. (2017). Renewable electricity consumption and economic 
development: New findings from the Baltic countries. Renewable and Sustainable 
Energy Reviews, 71, 450–463. https://doi.org/10.1016/j.rser.2016.12.074 

[55] Gallagher, K. S. (2013). Why & How Governments Support Renewable Energy. 
Daedalus, 142(1), 59–77. https://doi.org/10.1162/DAED_a_00185 

[56] Georgescu-Roegen, N. (1986). The Entropy Law and the Economic Process in 
Retrospect. Eastern Economic Journal, 12(1), 3–25. 
https://www.jstor.org/stable/40357380 

[57] Goldemberg, J. (1992). Energy, Technology, Development. Ambio, 21(1,), 14–
17. http://www.jstor.org/stable/4313879 



[58] Granger, C. W. J. (1981). Some properties of time series data and their use in 
econometric model specification. Journal of Econometrics, 16(1), 121–130. 
https://doi.org/10.1016/0304-4076(81)90079-8 

[59] Greene, W. H. (2000). Econometric analysis (4th ed). Prentice Hall. 
[60] Halkos, G. E., & Tzeremes, N. G. (2014). The effect of electricity consumption 

from renewable sources on countries׳ economic growth levels: Evidence from 
advanced, emerging and developing economies. Renewable and Sustainable Energy 
Reviews, 39, 166–173. https://doi.org/10.1016/j.rser.2014.07.082 

[61] Hamit-Haggar, M. (2012). Greenhouse gas emissions, energy consumption 
and economic growth: A panel cointegration analysis from Canadian industrial sector 
perspective. Energy Economics, 34(1), 358–364. 
https://doi.org/10.1016/j.eneco.2011.06.005 

[62] Hamit-Haggar, M. (2016). Clean energy-growth nexus in sub-Saharan Africa: 
Evidence from cross-sectionally dependent heterogeneous panel with structural 
breaks. Renewable and Sustainable Energy Reviews, 57, 1237–1244. 
https://doi.org/10.1016/j.rser.2015.12.161 

[63] Hartono, D., Hastuti, S. H., Halimatussadiah, A., Saraswati, A., Mita, A. F., & 
Indriani, V. (2020). Comparing the impacts of fossil and renewable energy 
investments in Indonesia: A simple general equilibrium analysis. Heliyon, 6(6), 
e04120. https://doi.org/10.1016/j.heliyon.2020.e04120 

[64] Harvey, F. (2014, February 5). European parliament votes for stronger climate 
targets. The Guardian. 
https://www.theguardian.com/environment/2014/feb/05/european-parliament-
votes-renewables-targets 

[65] Hasanov, F., Bulut, C., & Suleymanov, E. (2017). Review of energy-growth 
nexus: A panel analysis for ten Eurasian oil exporting countries. Renewable and 
Sustainable Energy Reviews, 73, 369–386. 
https://doi.org/10.1016/j.rser.2017.01.140 

[66] Herrerias, M. J., & Orts, V. (2013). Capital goods imports and long-run 
growth: Is the Chinese experience relevant to developing countries? Journal of Policy 
Modeling, 35(5), 781–797. https://doi.org/10.1016/j.jpolmod.2013.02.006 

[67] Herwartz, H., & Siedenburg, F. (2008). Homogenous panel unit root tests 
under cross sectional dependence: Finite sample modifications and the wild 
bootstrap. Computational Statistics & Data Analysis, 53(1), 137–150. 
https://doi.org/10.1016/j.csda.2008.07.008 

[68] Hung-Pin, L. (2014). Renewable Energy Consumption and Economic Growth 
in Nine OECD Countries: Bounds Test Approach and Causality Analysis. The Scientific 
World Journal, 2014, 1–6. https://doi.org/10.1155/2014/919167 

[69] Ibrahiem, D. M. (2015). Renewable Electricity Consumption, Foreign Direct 
Investment and Economic Growth in Egypt: An ARDL Approach. Procedia Economics 
and Finance, 30, 313–323. https://doi.org/10.1016/S2212-5671(15)01299-X 

[70] Im, K. S., Pesaran, M. H., & Shin, Y. (2003). Testing for unit roots in 
heterogeneous panels. Journal of Econometrics, 115(1), 53–74. 
https://doi.org/10.1016/S0304-4076(03)00092-7 

[71] Ito, K. (2017). CO2 emissions, renewable and non-renewable energy 
consumption, and economic growth: Evidence from panel data for developing 



countries. International Economics, 151, 1–6. 
https://doi.org/10.1016/j.inteco.2017.02.001 

[72] Johansen, S. (1991). Estimation and Hypothesis Testing of Cointegration 
Vectors in Gaussian Vector Autoregressive Models. Econometrica, 59(6), 1551. 
https://doi.org/10.2307/2938278 

[73] Jung, W. S., & Marshall, P. J. (1985). Exports, growth and causality in 
developing countries. Journal of Development Economics, 18(1), 1–12. 
https://doi.org/10.1016/0304-3878(85)90002-1 

[74] Kahia, M., Aïssa, M. S. B., & Lanouar, C. (2017). Renewable and non-
renewable energy use - economic growth nexus: The case of MENA Net Oil 
Importing Countries. Renewable and Sustainable Energy Reviews, 71, 127–140. 
https://doi.org/10.1016/j.rser.2017.01.010 

[75] Kahia, M., Ben Aïssa, M. S., & Charfeddine, L. (2016). Impact of renewable 
and non-renewable energy consumption on economic growth: New evidence from 
the MENA Net Oil Exporting Countries (NOECs). Energy, 116, 102–115. 
https://doi.org/10.1016/j.energy.2016.07.126 

[76] Kao, C. (1999). Spurious regression and residual-based tests for cointegration 
in panel data. Journal of Econometrics, 90(1), 1–44. https://doi.org/10.1016/S0304-
4076(98)00023-2 

[77] Kasman, A., & Duman, Y. S. (2015). CO2 emissions, economic growth, energy 
consumption, trade and urbanization in new EU member and candidate countries: A 
panel data analysis. Economic Modelling, 44, 97–103. 
https://doi.org/10.1016/j.econmod.2014.10.022 

[78] Kent, Wm. (1916). The Definition of Energy. Science, 43(1119), 820–821. 
https://doi.org/10.1126/science.43.1119.820 

[79] Kibria, A., Akhundjanov, S. B., & Oladi, R. (2019). Fossil fuel share in the 
energy mix and economic growth. International Review of Economics & Finance, 59, 
253–264. https://doi.org/10.1016/j.iref.2018.09.002 

[80] Koçak, E., & Şarkgüneşi, A. (2017). The renewable energy and economic 
growth nexus in Black Sea and Balkan countries. Energy Policy, 100, 51–57. 
https://doi.org/10.1016/j.enpol.2016.10.007 

[81] Kollie, G. B. (2020). Export-Led Growth Hypothesis in ECOWAS: A Panel Data 
Analysis. African Journal of Economic Review, 8(2). 
https://doi.org/10.22004/AG.ECON.304725 

[82] Kónya, L. (2006). Exports and growth: Granger causality analysis on OECD 
countries with a panel data approach. Economic Modelling, 23(6), 978–992. 
https://doi.org/10.1016/j.econmod.2006.04.008 

[83] Kraft, J., & Kraft, A. (1978). On the Relationship Between Energy and GNP. 
The Journal of Energy and Development, 3(2), 401–403. 
http://www.jstor.org/stable/24806805 

[84] Kümmel, R., Strassl, W., Gossner, A., & Eichhorn, W. (1985). Technical 
progress and energy dependent production functions. Zeitschrift Für 
Nationalökonomie, 45(3), 285–311. https://doi.org/10.1007/BF01282565 

[85] Le, T.-H., Chang, Y., & Park, D. (2020). Renewable and Nonrenewable Energy 
Consumption, Economic Growth, and Emissions: International Evidence. The Energy 
Journal, 41(2). https://doi.org/10.5547/01956574.41.2.thle 



[86] Leatherby, L., & Martin, C. (2019, July 9). How Each Country Contributed to 
the Explosion in Energy Consumption. 

[87] Lehr, U., & Ulrich, P. (2017). Economic Impacts of Renewable Energy Increase 
in Germany. In T. S. Uyar (Ed.), Towards 100% Renewable Energy (pp. 263–272). 
Springer International Publishing. https://doi.org/10.1007/978-3-319-45659-1_28 

[88] Lin, B., & Moubarak, M. (2014). Renewable energy consumption – Economic 
growth nexus for China. Renewable and Sustainable Energy Reviews, 40, 111–117. 
https://doi.org/10.1016/j.rser.2014.07.128 

[89] Lin, B., & Xu, B. (2020). How does fossil energy abundance affect China’s 
economic growth and CO2 emissions? Science of The Total Environment, 719, 
137503. https://doi.org/10.1016/j.scitotenv.2020.137503 

[90] Lindenberger, D., & Kummel, R. (2002). Energy-Dependent Production 
Functions and the Optimization Model “PRISE” of Price-Induced Sectoral Evolution. 9. 

[91] Lopez, L., & Weber, S. (2017). Testing for Granger Causality in Panel Data. The 
Stata Journal, 17(4), 972–984. https://doi.org/10.1177/1536867X1801700412 

[92] Magnani, N., & Vaona, A. (2013). Regional spillover effects of renewable 
energy generation in Italy. Energy Policy, 56, 663–671. 
https://doi.org/10.1016/j.enpol.2013.01.032 

[93] Maji, I. K., Sulaiman, C., & Abdul-Rahim, A. S. (2019). Renewable energy 
consumption and economic growth nexus: A fresh evidence from West Africa. 
Energy Reports, 5, 384–392. https://doi.org/10.1016/j.egyr.2019.03.005 

[94] Malik, C. L. (2021). Indonesia Country Report. Energy Outlook and Energy 
Saving Potential in East Asia 2020, Chapter 7, 102-121. 

[95] Medina-Smith, E. J. (2001). Is the export-led growth hypothesis valid for 
developing countries? A case study of Costa Rica. United Nations. 

[96] Mele, M. (2019). RENEWABLE ENERGY CONSUMPTION: THE EFFECTS ON 
ECONOMIC GROWTH IN MEXICO. International Journal of Energy Economics and 
Policy, 9(3), 269–273. https://doi.org/10.32479/ijeep.7460 

[97] Menegaki, A. N. (2011). Growth and renewable energy in Europe: A random 
effect model with evidence for neutrality hypothesis. Energy Economics, 33(2), 257–
263. https://doi.org/10.1016/j.eneco.2010.10.004 

[98] Mercure, J.-F., Pollitt, H., Viñuales, J. E., Edwards, N. R., Holden, P. B., 
Chewpreecha, U., Salas, P., Sognnaes, I., Lam, A., & Knobloch, F. (2018). 
Macroeconomic impact of stranded fossil fuel assets. Nature Climate Change, 8(7), 
588–593. https://doi.org/10.1038/s41558-018-0182-1 

[99] Mishra, S. K. (2007). A Brief History of Production Functions. SSRN Electronic 
Journal. https://doi.org/10.2139/ssrn.1020577 

[100] Mo, P. H. (2010). Trade Intensity, Net Export, and Economic Growth: TRADE 
INTENSITY, NET EXPORT, AND ECONOMIC GROWTH. Review of Development 
Economics, 14(3), 563–576. https://doi.org/10.1111/j.1467-9361.2010.00573.x 

[101] Nel, W. P., & Cooper, C. J. (2009). Implications of fossil fuel constraints on 
economic growth and global warming. Energy Policy, 37(1), 166–180. 
https://doi.org/10.1016/j.enpol.2008.08.013 

[102] Ocal, O., & Aslan, A. (2013). Renewable energy consumption–economic 
growth nexus in Turkey. Renewable and Sustainable Energy Reviews, 28, 494–499. 
https://doi.org/10.1016/j.rser.2013.08.036 



[103] Omri, A. (2014). An international literature survey on energy-economic 
growth nexus: Evidence from country-specific studies. Renewable and Sustainable 
Energy Reviews, 38, 951–959. https://doi.org/10.1016/j.rser.2014.07.084 

[104] Onafowora, O. A., Owoye, O., & Nyatepe-Coo, A. A. (1996). Trade policy, 
export performance and economic growth: Evidence from sub-Saharan Africa. The 
Journal of International Trade & Economic Development, 5(3), 341–360. 
https://doi.org/10.1080/09638199600000019 

[105] Ozcan, B. (2013). The nexus between carbon emissions, energy consumption 
and economic growth in Middle East countries: A panel data analysis. Energy Policy, 
62, 1138–1147. https://doi.org/10.1016/j.enpol.2013.07.016 

[106] Ozcan, B., & Ozturk, I. (2019). Renewable energy consumption-economic 
growth nexus in emerging countries: A bootstrap panel causality test. Renewable 
and Sustainable Energy Reviews, 104, 30–37. 
https://doi.org/10.1016/j.rser.2019.01.020 

[107] Ozturk, I. (2010). A literature survey on energy–growth nexus. Energy Policy, 
38(1), 340–349. https://doi.org/10.1016/j.enpol.2009.09.024 

[108] Pagliaro, M. (2021). Renewable energy in Russia: A critical perspective. 
Energy Science & Engineering, 9(7), 950–957. https://doi.org/10.1002/ese3.820 

[109] Pao, H.-T., & Fu, H.-C. (2013). Renewable energy, non-renewable energy and 
economic growth in Brazil. Renewable and Sustainable Energy Reviews, 25, 381–392. 
https://doi.org/10.1016/j.rser.2013.05.004 

[110] Parvin Hosseini, S. M., & Tang, C. F. (2014). The effects of oil and non-oil 
exports on economic growth: A case study of the Iranian economy. Economic 
Research-Ekonomska Istraživanja, 27(1), 427–441. 
https://doi.org/10.1080/1331677X.2014.967534 

[111] Payne, J. E. (2010). Survey of the international evidence on the causal 
relationship between energy consumption and growth. Journal of Economic Studies, 
37(1), 53–95. https://doi.org/10.1108/01443581011012261 

[112] Pedroni, P. (1999). Critical Values for Cointegration Tests in Heterogeneous 
Panels with Multiple Regressors. Oxford Bulletin of Economics and Statistics, 61(s1), 
653–670. https://doi.org/10.1111/1468-0084.61.s1.14 

[113] Pedroni, P. (2000). Fully modified OLS for heterogeneous cointegrated 
panels. In Advances in Econometrics (Vol. 15, pp. 93–130). Emerald (MCB UP ). 
https://doi.org/10.1016/S0731-9053(00)15004-2 

[114] Pedroni, P. (2004). PANEL COINTEGRATION: ASYMPTOTIC AND FINITE 
SAMPLE PROPERTIES OF POOLED TIME SERIES TESTS WITH AN APPLICATION TO THE 
PPP HYPOTHESIS. Econometric Theory, 20(03). 
https://doi.org/10.1017/S0266466604203073 

[115] Pesaran, M. H. (2004). ‘General Diagnostic Tests for Cross Section 
Dependence in Panels.’ In Cambridge Working Papers in Economics (No. 0435; 
Cambridge Working Papers in Economics). Faculty of Economics, University of 
Cambridge. https://ideas.repec.org/p/cam/camdae/0435.html 

[116] Pesaran, M. H. (2007). A simple panel unit root test in the presence of cross-
section dependence. Journal of Applied Econometrics, 22(2), 265–312. 
https://doi.org/10.1002/jae.951 



[117] Pesaran, M. H. (2021). General diagnostic tests for cross-sectional 
dependence in panels. Empirical Economics, 60(1), 13–50. 
https://doi.org/10.1007/s00181-020-01875-7 

[118] Pesaran, M. H., Ullah, A., & Yamagata, T. (2008). A bias-adjusted LM test of 
error cross-section independence. The Econometrics Journal, 11(1), 105–127. 
https://doi.org/10.1111/j.1368-423X.2007.00227.x 

[119] Pesaran, M. H., & Yamagata, T. (2008). Testing slope homogeneity in large 
panels. Journal of Econometrics, 142(1), 50–93. 
https://doi.org/10.1016/j.jeconom.2007.05.010 

[120] Phillips, P. C. B., & Ouliaris, S. (1990). Asymptotic Properties of Residual Based 
Tests for Cointegration. Econometrica, 58(1), 165. https://doi.org/10.2307/2938339 

[121] Rafindadi, A. A., & Ozturk, I. (2017). Impacts of renewable energy 
consumption on the German economic growth: Evidence from combined 
cointegration test. Renewable and Sustainable Energy Reviews, 75, 1130–1141. 
https://doi.org/10.1016/j.rser.2016.11.093 

[122] Rahman, M. M., & Velayutham, E. (2020). Renewable and non-renewable 
energy consumption-economic growth nexus: New evidence from South Asia. 
Renewable Energy, 147, 399–408. https://doi.org/10.1016/j.renene.2019.09.007 

[123] Rasoulinezhad, E., & Saboori, B. (2018). Panel estimation for renewable and 
non-renewable energy consumption, economic growth, CO2 emissions, the 
composite trade intensity, and financial openness of the commonwealth of 
independent states. Environmental Science and Pollution Research, 25(18), 17354–
17370. https://doi.org/10.1007/s11356-018-1827-3 

[124] Rout, U. K., Akimoto, K., Sano, F., Oda, J., Homma, T., & Tomoda, T. (2008). 
Impact assessment of the increase in fossil fuel prices on the global energy system, 
with and without CO2 concentration stabilization. Energy Policy, 36(9), 3477–3484. 
https://doi.org/10.1016/j.enpol.2008.05.030 

[125] Saad, W., & Taleb, A. (2018). The causal relationship between renewable 
energy consumption and economic growth: Evidence from Europe. Clean 
Technologies and Environmental Policy, 20(1), 127–136. 
https://doi.org/10.1007/s10098-017-1463-5 

[126] Sadorsky, P. (2009a). Renewable energy consumption, CO2 emissions and oil 
prices in the G7 countries. Energy Economics, 31(3), 456–462. 
https://doi.org/10.1016/j.eneco.2008.12.010 

[127] Sadorsky, P. (2009b). Renewable energy consumption and income in 
emerging economies. Energy Policy, 37(10), 4021–4028. 
https://doi.org/10.1016/j.enpol.2009.05.003 

[128] Saidi, K., & Omri, A. (2020). The impact of renewable energy on carbon 
emissions and economic growth in 15 major renewable energy-consuming countries. 
Environmental Research, 186, 109567. 
https://doi.org/10.1016/j.envres.2020.109567 

[129] Salari, M., Kelly, I., Doytch, N., & Javid, R. J. (2021). Economic growth and 
renewable and non-renewable energy consumption: Evidence from the U.S. states. 
Renewable Energy, 178, 50–65. https://doi.org/10.1016/j.renene.2021.06.016 

[130] Sebri, M., & Ben-Salha, O. (2014). On the causal dynamics between economic 
growth, renewable energy consumption, CO 2 emissions and trade openness: Fresh 



evidence from BRICS countries. Renewable and Sustainable Energy Reviews, 39, 14–
23. https://doi.org/10.1016/j.rser.2014.07.033 

[131] Shafiei, S. (2013). Economic Growth, Energy Consumption, and Environment: 
Assessing Evidence from OECD Countries. 203. 

[132] Shahbaz, M., Farhani, S., & Rahman, M. M. (2013). Natural gas consumption 
and economic growth nexus: The role of exports, capital and labor in France. 

[133] Shahbaz, M., Loganathan, N., Zeshan, M., & Zaman, K. (2015). Does 
renewable energy consumption add in economic growth? An application of auto-
regressive distributed lag model in Pakistan. Renewable and Sustainable Energy 
Reviews, 44, 576–585. https://doi.org/10.1016/j.rser.2015.01.017 

[134] Silva, S., Soares, I., & Pinho, C. (2012). The Impact of Renewable Energy 
Sources on Economic Growth and CO2 Emissions—A SVAR approach. EUROPEAN 
RESEARCH STUDIES JOURNAL, XV(Issue 4), 133–144. 
https://doi.org/10.35808/ersj/374 

[135] Simuț, R. M. (2015). ESTIMATING THE COBB DOUGLAS PRODUCTION 
FUNCTION INCLUDING THE EXPORT AND OPENNESS IN THE CASE OF ROMANIA. The 
Annals of the University of Oradea, XXIV, 637–642. 

[136] Solaymani, S. (2021). A Review on Energy and Renewable Energy Policies in 
Iran. Sustainability, 13(13), 7328. https://doi.org/10.3390/su13137328 

[137] Solow, R. M. (1956). A Contribution to the Theory of Economic Growth. The 
Quarterly Journal of Economics, 70(1), 65. https://doi.org/10.2307/1884513 

[138] Soysal, O. A., & Soysal, H. S. (2020). Energy for Sustainable Society: From 
Resources to Users (1st ed.). Wiley. https://doi.org/10.1002/9781119561330 

[139] Sultanuzzaman, R., Fan, H., Mohamued, E. A., Hossain, I., & Islam, M. A. 
(2019). Effects of export and technology on economic growth: Selected emerging 
Asian economies. 18. 

[140] Swamy, P. A. V. B. (1970). Efficient Inference in a Random Coefficient 
Regression Model. Econometrica, 38(2), 311. https://doi.org/10.2307/1913012 

[141] Swan, T. W. (1956). ECONOMIC GROWTH and CAPITAL ACCUMULATION. 
Economic Record, 32(2), 334–361. https://doi.org/10.1111/j.1475-
4932.1956.tb00434.x 

[142] Thornton, K. (2020). Clean Energy Report. Clean Energy Council. 
https://www.cleanenergycouncil.org.au/resources/resources-hub/clean-energy-
australia-report 

[143] Timmons, D., M. Harris, J., & Roach, B. (2014). The Economics of Renewable 
Energy [Global Development And Environment Institute, Tufts University]. 
http://ase.tufts.edu/gdae 

[144] Tvinnereim, E., & Ivarsflaten, E. (2016). Fossil fuels, employment, and support 
for climate policies. Energy Policy, 96, 364–371. 
https://doi.org/10.1016/j.enpol.2016.05.052 

[145] Ucan, O., Aricioglu, E., & Yucel, F. (2014a). Energy Consumption and Economic 
Growth Nexus: Evidence from Developed Countries in Europe. 4(3), 10. 

[146] Ucan, O., Aricioglu, E., & Yucel, F. (2014b). Energy Consumption and Economic 
Growth Nexus: Evidence from Developed Countries in Europe. 4(3), 10. 

[147] United Nations. (2021). Goal 7 | Department of Economic and Social Affairs 
[UN]. SDG 17. https://sdgs.un.org/goals/goal7 



[148] Valodka, I., & Valodkienė, G. (2015). The Impact of Renewable Energy on the 
Economy of Lithuania. Procedia - Social and Behavioral Sciences, 213, 123–128. 
https://doi.org/10.1016/j.sbspro.2015.11.414 

[149] Vogel, L. (2017). Climate change is already making us sick. Canadian Medical 
Association Journal, 189(46), E1428–E1429. https://doi.org/10.1503/cmaj.109-5527 

[150] Waithe, K., Lorde, T., & Francis, B. (2010). Export-led Growth: A Case Study of 
Mexico. Munich Personal RePEc Archive, 30. 

[151] Wang, Z., Bui, Q., Zhang, B., Nawarathna, C. L. K., & Mombeuil, C. (2021). The 
nexus between renewable energy consumption and human development in BRICS 
countries: The moderating role of public debt. Renewable Energy, 165, 381–390. 
https://doi.org/10.1016/j.renene.2020.10.144 

[152] Ye, J. (2018, May 14). Canadian Provincial Renewable Energy Standards. 
Center for Climate and Energy Solutions. https://www.c2es.org/document/canadian-
provincial-renewable-energy-standards/ 

[153] Yildirim, E., Saraç, Ş., & Aslan, A. (2012). Energy consumption and economic 
growth in the USA: Evidence from renewable energy. Renewable and Sustainable 
Energy Reviews, 16(9), 6770–6774. https://doi.org/10.1016/j.rser.2012.09.004 

[154] Zafar, M. W., Shahbaz, M., Hou, F., & Sinha, A. (2019). From nonrenewable to 
renewable energy and its impact on economic growth: The role of research & 
development expenditures in Asia-Pacific Economic Cooperation countries. Journal 
of Cleaner Production, 212, 1166–1178. 
https://doi.org/10.1016/j.jclepro.2018.12.081 

[155] Zaman, M. (2016). Does Bangladesh Have Export-Led Growth? An Empirical 
Study using Cobb-Douglas Production Function. Asian Journal of Humanities and 
Social Studies, 04(01), 11. 

[156] Zellner, A. (1962). An Efficient Method of Estimating Seemingly Unrelated 
Regressions and Tests for Aggregation Bias. Journal of the American Statistical 
Association, 57(298), 348–368. https://doi.org/10.1080/01621459.1962.10480664 

 


